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Abstract
 

The transactions in web data often consist of quantitative data, suggesting that the fuzzy set theory can be 

used to represent such data. The time spent by the users on each web page is one type of web data, regarded 

as a trapezoidal membership function (TMF), and can be used to evaluate the user browsing behavior. 

Quality of the mining fuzzy association rules depends on the membership functions, and since the 

membership functions of each web page are different from those for the other web pages, the automatic 

finding of the number and position of TMF is significant. In this paper, a different reinforcement-based 

optimization approach called LA-OMF is proposed to find both the number and position of TMFs for the 

fuzzy association rules. In the proposed algorithm, the centers and spreads of TMFs are considered as the 

parameters of the search space, and a new representation using learning automata (LA) is proposed to 

optimize these parameters. The performance of the proposed approach is evaluated, and the results obtained 

are compared with the results of the other algorithms on a real dataset. Experiments on the datasets with 

different sizes confirm that the proposed LA-OMF approach improves the efficiency of mining fuzzy 

association rules by extracting the optimized membership functions. 
 

Keywords: Web Usage Mining, Learning Automata, Fuzzy Set, Membership Function, Fuzzy Association 

Rule.  

1. Introduction

With increase in the growth of data over the 

internet, discovering and extracting the useful 

information from the vast amount of data on the 

Web is difficult and time-consuming [1]. Thus, 

the effective techniques are required to discover 

the relevant information from the Web data. Web 

mining plays a significant role in discovering such 

data [2]. Web mining is the application of the data 

mining methodologies and techniques to find and 

extract useful information from the Web data [3]. 

Web mining can be divided into three classes, 

namely Web usage mining, Web content mining, 

and Web structure mining. Web usage mining 

utilizes the data mining techniques for discovering 

meaningful patterns from the Web access logs as 

the user’s interaction with the Web sites. Web 

content mining is the process of discovering 

useful information from the contents of Web 

documents and services. Web structure mining is 

used to discover the knowledge from the Web 

sites and link structures of the Web in order to 

categorize the Web pages. The knowledge 

extracted from Web data can be used in many 

fields such as the Web                                      

personalization [4], recommender systems [5, 6], 

clustering [8, 68], sequential pattern mining [7], 

and association rule mining [8, 9]. Extracting the 

association rules from the Web usage data is one 

of the important data mining techniques, which 

can be used for the Web log records [7-10].  

The association rule mining is one of the 

important techniques used in the pattern 

discovery. An association rule is described as 

   , where   and   are the itemsets and 
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     . It means that the transactions that 

include the itemsets in   may also include the 

itemsets in   [11, 12]. The association rule mining 

is used in the Web usage data to find groups of 

pages that are frequently accessed in the user’s 

sessions. For example, if a transaction contains a 

set of Web pages       ,       , and       , 
then an extracted rules such as               
       means that if the user observes the 

       and        pages, he is most likely to 

meet the page        at the same session. 

The simplicity of using the fuzzy sets and their 

similarity to the human inference make them easy 

to use in a variety of fields such as the sequential 

pattern mining, rule extraction from datasets, 

biological knowledge elicitation, intrusion 

detection, Ad-hoc Networks, engineering and 

diagnosis [13-20, 69, 71, 72]. The Web datasets 

often consist of quantitative, vague, and linguistic 

datasets. Therefore, fuzzy logic can be used in 

several Web mining algorithms such as [21-24].  

Many fuzzy web mining algorithms have been 

proposed to extract the association rules. Most of 

the fuzzy Web mining algorithms proposed to 

show the importance of each Web page and 

extract rules use the time duration spent by the 

users on each web page as a fuzzy linguistic 

variable [21, 25-29]. The time duration of each 

Web page is one of the most important parameters 

that is saved in Web logs and can be used as an 

important factor for analyzing the user’s browsing 

behavior. The time duration of each Web page can 

be considered as a TMF. 

The main problem in all the previous studies 

conducted on fuzzy Web mining algorithms that 

use the time duration parameter as TMF is that the 

number of membership functions and their 

parameters for each linguistic variable are 

specified by the experts’ ideas. In other words, 

they assume that the number and parameters of 

the membership functions are fixed and pre-

defined. If this is the case, some mining results 

may not be suitable in some real-world 

applications. Moreover, different membership 

functions may infer different knowledges. 

Therefore, finding the suitable membership 

functions to extract fuzzy associations is a 

significant task. The reason is two-fold: (a) it is 

not easy to have a prior knowledge in obtaining 

the suitable membership functions that cover all 

the domain variables, and (b) data that is 

appropriate for one website may not be 

appropriate for another one. 

In this paper, we address the above issue, and 

propose a new algorithm called learning 

automata-based algorithm for finding the 

optimized membership functions (LA-OMF). To 

the best of our knowledge, this is the first attempt 

that simultaneously finds the optimal number and 

parameters of the trapezoidal membership 

functions (TMFs) for mining fuzzy association 

rules.  

The proposed LA-OMF algorithm takes a number 

of TMFs as the inputs and uses a team of LA to 

optimize its parameters. Learning automata (LA) 

is a mathematical model aiming to optimize a 

function. In this model, each learning automaton 

attempts to find its optimal action. In order to do 

this, each automaton selects an action using its 

action-set, and examines the environmental 

response by applying it to a random environment. 

Depending on the environmental response, the 

automaton corrects its behavior to select the next 

action. Accordingly, each LA learns how to find 

its optimal action [30-32]. The proposed LA-OMF 

algorithm is composed of three main steps. In step 

1, a new representation of LA for each TMF is 

performed. In step 2, we propose a new approach 

to reduce the search space and eliminate the 

inappropriate membership functions. 

Additionally, two constraints are used for their 

implementation. In step 3, the learning algorithm 

is used to evaluate the objective function. Finally, 

using the LA-OMF algorithm, we develop an 

algorithm to optimize the number and positions of 

the trapezoidal membership functions in fuzzy 

association rule mining. 

The contributions of this research work can be 

briefly described as follow: 

 We proposed a new algorithm called                   

LA-OMF to optimized the TMF 

parameters. Then using the LA-OMF 

algorithm, another approach was 

developed to find both the number and 

positions of TMFs simultaneously.  

 In the proposed approach, in order to 

improve the speed of convergence and 

reduce the search space, we proposed 

several constraints to eliminate the 

inappropriate   membership functions 

during the learning process. Additionally, 

we developed a new approach to 

implement the constraints. 

 We modified the objective function by 

considering TMFs. 

 We validated the high efficiency of the 

proposed algorithm on fuzzy association 

rule mining for Web usage data based on 

the experiments performed on the datasets 

with different sizes. 

The remaining sections of this paper are organized 

as what follows. Section 2 focuses on a review of 
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the related works. Section 3 provides the 

necessary background. Section 4 introduces the 

proposed LA-OMF algorithm. Section 5 presents 

the dataset used and the experimental results. 

Finally, conclusions and directions for future 

works are described in Section 6. 

 

2. Related Works 

Optimization of the membership functions has a 

significant effect on the fuzzy association rule 

mining. Several fuzzy mining algorithms have 

been suggested for deriving both the appropriate 

membership functions and the fuzzy association 

rules from quantitative transactions in                           

databases. These algorithms can dynamically tune 

membership functions by the meta-heuristic 

methods and use them to transform the 

quantitative transactions to fuzzy values.  

Hong et al. [33] have proposed a fuzzy data 

mining approach using a genetic algorithm to 

simultaneously derive the suitable membership 

functions and the fuzzy association rules. Their 

approach was a population-based method 

containing a population of membership functions. 

Their algorithm dynamically extracted the 

membership functions. In the first step, each set of   

membership functions was transformed into a 

constant length string. Then in the second step, 

suitable strings were chosen to construct a proper 

membership function set under the evolution 

procedure. Chen et al. [34] have later enhanced 

the previous approach [33], and using the genetic 

algorithm, fuzzy theory and clustering concepts, 

presented a genetic algorithm-based fuzzy mining 

algorithm to find both the appropriate membership 

functions and the fuzzy association rules. In their 

algorithm, each chromosome showed a set of 

membership functions. At first, each set of 

membership functions was transformed into a 

string with a fixed length. Afterwards, the k-

means clustering algorithm was used to divide the 

chromosomes into a population consisting of          

k-clusters. Finally, the best set of membership 

functions was obtained by evaluating the fitness 

value for each cluster and applying the genetic 

operator.  

Moreover, Alcala-fdez [35] has presented a fuzzy 

mining algorithm using a genetic algorithm to 

derive the fuzzy association rules and membership 

functions from transactions in the log data. A 

model based on a genetic algorithm was used to 

construct the learning process of membership 

functions. In their algorithm, in order to reduce 

the search space and remove the unsuitable 

membership functions, a 2-tuple linguistic 

representation scheme was developed. Chen et al. 

[36] have introduced a fuzzy mining algorithm 

using a genetic algorithm to obtain the suitable 

membership functions for the data items and 

mining the concept-drift patterns. They used a 2-

tuple representation scheme for linguistic terms to 

encode the membership functions of items into 

chromosomes. They claimed that their method 

could derive more concept-drift patterns 

compared to the other methods that used pre-

defined membership functions.  

Later, Chen et al. [37] have developed a fuzzy 

mining approach, presenting a novel chromosome 

representation to find a suitable number of 

membership functions and their optimized 

parameters. Each chromosome showed a set of 

membership functions and included two sections. 

The first section determined the activation of each 

membership function, and was represented by 

binary strings. The second section specified the 

related optimized parameters of the membership 

functions with real number schema. They 

obtained the best set of membership functions by 

applying the genetic operators and checking 

different states of active or inactive membership 

functions.  

Palacios et al. [38] have presented a two-step 

approach to automatically find the suitable 

membership functions and fuzzy association rules 

from imprecise data. In the first step, they 

extracted the best set of membership functions 

using a genetic algorithm based on a 3-tuple 

representation scheme. In the second step, they 

applied a fuzzy frequent pattern-growth mining 

algorithm to extract the fuzzy association rules. 

They showed that their algorithm could reduce 

both the search space and the execution time.  

Hong et al. [39] have proposed a new framework 

using the ant colony systems to discover the 

suitable membership functions and fuzzy 

association rules in data mining problems. In their 

approach, at first, the membership functions were 

represented as a binary code for each item. Then 

the initial graph was constructed by ants and the 

final membership function set was determined by 

moving ants in the graph. Finally, the best set of 

membership function set was used to derive the 

fuzzy association rules. Using an improved ant 

colony system, Wu et al. [40] have presented a 

fuzzy mining method to find the suitable 

membership functions from quantitative items in 

data mining problems. They designed an encoding 

representation, and by introducing certain 

operators, searched the actual global optimal 

solution in the continuous space. Their proposed 

approach did not have fixed edges and nodes in 

the search process. They dynamically generated 
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search edges in the graph using the distribution of 

pheromones in the solution space. Thus, their 

method could obtain a superior nearly global 

optimal solution than the other ant-based fuzzy 

mining approaches.  

Moreover, Ting et al. [41] have presented a 

memetic algorithm to find the appropriate 

membership functions for the fuzzy association 

rule mining. Their algorithm considered the 

structure type of membership functions for 

representation of chromosomes. They managed to 

remove the unsuitable membership functions by 

considering the structure type in their approach 

and thus reduced the search space. They also 

simplified the design of heuristics for a proper 

overlap and coverage. Moreover, using the 

structure type, they extended a local search 

operator to reduce the search space in finding the 

suitable membership functions.  

Similar to [42], another approach has been 

proposed by Ting et al. using a genetic algorithm. 

In their approach, each triangle membership 

function was represented by three parameters. All 

the parameters were encoded as the chromosomes. 

Each parameter of the triangular membership 

functions corresponded to one vertex of a triangle. 

Then the best set of membership functions was 

extracted by applying the genetic operators. They 

developed two heuristics in the shape of 

membership functions. The heuristics eliminated 

the unsuitable shapes of the membership functions 

and also improved the search space to find the 

suitable membership functions. 

Numerous algorithms have used multi-objective 

optimization in addition to                                         

single-objective optimization to optimize the 

membership functions in order to mine the fuzzy    

association rules. Radzinski et al. [43] have 

presented a multi-objective optimization approach 

for the fuzzy-rule-based classifier systems using 

the genetic algorithms. They used two 

benchmarks to evaluate the accuracy and 

interpretability. The benchmarks were considered 

as the objectives in the multi-objective genetic 

optimization methods. The learning process of 

their approach could determine both the 

parameters of the membership functions and the 

structure of the fuzzy rule-based systems. Using a 

multi-objective evolutionary learning model, 

Antonelli et al. [44] have proposed a learning 

scheme to extract the rules for the fuzzy rule-

based classifiers. Their approach included two 

phases. The first phase was rule-based learning, 

and the second one was database learning. In the 

rule-based learning phase, the rules were learned, 

and in the database learning phase, the parameters 

of membership functions were learned from a set 

of fuzzy rules. Another approach was proposed by 

Minaei-Bidgoli [45] using a multi-objective 

genetic algorithm to mine the numerical 

association rules. They described three criteria, 

namely confidence, comprehensibility, and 

interestingness, as an objective of the multi-

objective optimization approach. In their   

approach, one rule was used in each chromosome 

to represent the rules in the chromosome, and a 

concept of rough patterns was defined to represent 

a range or set of values.                                

In addition, Song et al. [46] have proposed a 

fuzzy decimal bat algorithm to mine the 

association rules so that they could dynamically 

find the membership functions from quantitative 

values. Their algorithm increased the local and 

global search capacity.  Moreover, in order to 

evaluate the fuzzy set of membership functions, a 

new fitness function was proposed. The fitness 

function considered more factors; therefore, the 

number of association rules obtained was 

evaluated more accurately. 

Chamazi et al. [47] have introduced a fuzzy 

temporal mining algorithm by combining a bee 

algorithm and a fuzzy temporal data mining 

approach. The purpose was to extract the 

appropriate membership functions and derive the 

fuzzy temporal association rules. Alikhodemi 

[48], using the fuzzy sets and the particle swarm 

optimization, presented a framework to extract the 

suitable membership functions to discover the 

fuzzy association rules, applying a master-slave 

parallel processing technique and a genetic 

algorithm. Hong et al. [49] have presented a 

genetic algorithm-based fuzzy mining algorithm 

to find the appropriate membership functions and 

fuzzy association rules. The master processor, like 

a genetic algorithm, divided the task of the fitness 

value among the slave processors. Each slave 

processor evaluated the fitness function allocated 

by the master processor and sent its own result to 

the master processor. Then the master processor 

evaluated the fitness results obtained from all the 

processors and selected the best fitness value as an 

appropriate membership function. Finally, the best 

set of membership functions obtained by the 

master processor was applied in the fuzzy data 

mining algorithm to extract the useful rules. 

 

3. Preliminaries 

In this section, in order to provide a background 

information for the remainder of the paper, we 

present a brief overview of the mining fuzzy 

association rules, learning automata, and objective 

function. 
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3.1. Mining Fuzzy Association Rules 

The mining association rules is an important 

technique in data mining, utilized to generate 

interesting relationships between the data items in 

transaction databases [12]. This technique can 

also be applied in Web usage mining to find 

interesting patterns of Web pages visited by the 

users. The extracting information of such 

association rules can be applied to improve the 

structure of websites, predict the next pages to be 

visited by the users, rank the websites, and 

recommend Web pages.  

A fuzzy aassociation rule in Web usage mining is 

defined as follows: 

Let   {            } represent a set of pages, 

and   {            } represent a set of sessions 

in the Web browsing transaction records. Each 

session            contains a subset of the 

pages in   such that S    . An association rule is 

represented as   →    where     ,        and   

      = Ø. Intuitively, a rule    →   means that 

the sessions containing    tend to contain  .  

For example, the association rule                                                                                   

                     indicates the visitors 

who viewed the        and         pages; they 

would most probably view       . The purpose 

of the association rule mining is to extract all the 

association rules in a dataset of sessions with a 

support and confidence greater than or equal to the 

user-specified minimum support (called min 

support) and minimum confidence (called min 

confidence). 

 

Definition 1. The support of   with respect to   is 

defined as the frequency of sessions     in the 

dataset that contain the itemset  . 

 
  


s S;X s

support x
S

 

     (1) 

 

Definition 2. The confidence of the association 

rule   →   is described by the percentage of the 

sessions containing both   and  , i.e. 

 
 

 

sup X Y
Confidence X Y

sup X


   

            

(2) 

 

Agrawal et al. [50] have introduced an algorithm 

called the Apriori algorithm to mine the 

association rules in a set of transaction databases. 

The Apriori algorithm finds large item sets in a set 

of transactions D. Suppose that the minimum 

support is given; the Apriori algorithm attempts to 

find all the frequent item sets   {        } 
from all the candidate item sets   {        } 
whose support is greater than the user-specified 

mininmum support. Then the items in the frequent 

item sets are acquired and the minimum 

confidence constraints are used to form the 

association rules.  

 

Definition 3. Fuzzy support is described as 

follows: 

 
,

1
j,k  γ  

n i
j k

i
f

Fuzzy Support
n




 

 

(3) 

 

where      represents a fuzzy region of a page 

(denoted by     ),     
  shows the fuzzy              

membership value of      in the i-th session, and   

is the number of sessions. If a fuzzy region      

has a fuzzy support larger than the specified 

minimum support, like the Apriori algorithm, it is 

added to the large 1-sequences in   . 

 

3.2. Overview of Learning Automata 

Learning automata (LA) is a mathematical model 

used to optimize the functions. In this model, each 

learning automaton attempts to find its optimal 

action from the action-set using repetitive 

interaction with a random environment [3, 51]. In 

order to do this, each automaton selects an action 

using its action-set, and examines the 

environmental response by applying it to the 

random environment. Depending on the 

environment response, the automaton corrects its 

behavior to select the next   action. Accordingly, 

each learning automaton learns how to find its 

optimal action [30, 32]. The interaction between 

the learning automaton and its random 

environment is presented in figure 1. 

 
Figure 1. Interaction between the learning automata and 

the random environment. 
 

In LA, the random environment is defined by the 

triple        , where                                                         

  {          } shows the set of actions,                       

  {          } is the environment                        

response (reinforcement signal) and                                                  

  {          } is a set of penalty probabilities; 

here, the penalty probability of each action    is 

represented by   . Each learning automaton such 

as     at the instant n performs the following 

steps: 1) selects an action          randomly 

based on the action probability distribution; 2) 

applies       to the random environment and 
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obtains the reinforcement signal      ; 3) uses 

     and a learning algorithm to check whether 

the selected action is to be rewarded or penalized; 

and 4) updates its action-set probability 

distribution based on the learning algorithm. 

These steps are repeated for each learning 

automaton to find the optimal action receiving the 

minimum penalty. 

The learning automata can be classified into two 

main categories: fixed-structure learning automata 

(FSLA) and variable-structure learning automata 

(VSLA) [52-55]. In the following, VSLA, which 

is used in this paper, is described. VSLA is 

defined  by            , where α = 
{          } is the set of actions,   
{          } is the set of inputs,    
{          } is the action probability 

distribution over the action set, and T is the 

learning algorithm that updates the action 

probability vector of the automaton according to 

the response received from the environment. Also, 

r is the number of actions that can be chosen by 

the automaton. Let         and      denote the 

action selected by the learning automaton at time 

stamp t and the action probability vector over the 

action set, respectively. At each instant t, the 

action probability vector      is updated by the 

linear learning algorithm given in Equation (4) 

when the selected action       is rewarded by the 

random environment, and it is updated as given in 

Equation (5) when the taken action is penalized. 

In Equations (4) and (5),     and      are 

called the reward and penalty parameters, which 

determine the amount of increases and decreases 

of the action probabilities, respectively.  

 
   

   

1                        
1  

1                                      

j j

j

j

p n a p n j i
p n

a p n j i

       
  

 (4)    

 
 

 
   

   

1                                                      

  1  
 1             

1

j

j

j

b p n j i

p n b
b p n j i

r

  


   
     

 

 
(5)    

 
 

For    , the recurrence Equations (1) and (2) 

are called linear reward-penalty (    ) algorithm; 

when    , the given equations are called the 

linear reward-epsilon penalty (     ); and when 

   , they are called linear reward-inaction 

(    ). In the latter case, the action probability 

vector remains unchanged when the taken action 

is penalized by the environment. 

LA has been used as the optimization tools in a 

variety of applications such as computer networks 

[56], image processing [57], fuzzy membership 

function optimization [58], speech recognition 

[59], signal analysis [60], information retrieval 

[61], cloud computing [62], dynamic 

optimization,  [63], and data clustering [64], social 

networks[70]. 

 

3.3. The Objective Function 

For the mining fuzzy association rules, in order to 

search for the optimized membership functions, 

an evaluation function, namely the objective 

function, was used to evaluate the quality of the 

membership function sets. In this work, we 

modified and used the objective function proposed 

by [65] in order to obtain a proper set of 

membership functions. The objective function was 

composed of the fuzzy support as well as the 

suitability. For each Web page, the objective 

function is defined as: 

 
1

,  j k
X L

fuzzy support

f
Suitability



 ò

 
(6) 

 

1
 Objectve function

f
 

(7) 

 

where,    is the set of large 1-sequences obtained 

from the membership functions and fuzzy 

support(    ) is the fuzzy support of the large                  

1-sequences from the given Web log records.  

The suitability of the membership functions is 

described as the sum of the overlap and coverage 

factors. The suitability applied in the fitness 

function decreases the event of the two unsuitable 

types of the membership functions, as represented 

in figure 2, where the first one is too separate and 

the second one is too redundant. The suitability 

value of the membership functions of the Web 

page    is defined as [65]:  

   Suitability Overlap factor Covrage factor   (8)    

 

where, the overlap factor is the overlap factor of 

the membership functions of the Web page    

modified according to the trapezoidal membership 

function and defined as: 

   
 

max   , ,1 1i j

i j

Overlap factor

overlap ratio R R





 

   
   (9)  

       

 

with: 

 

 ,4 ,3  ,2 ,1

   ,

               

min , 

i j

i j

i i j j

overlap ratio R R

The areacovered by both R and R

R R R R



 

 

 
(10) 

      

  

 
 

The overlap ratio of the two membership 

functions    and    is defined as the area covered 
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by both membership functions divided by the 

minimum span of the right half of the left 

membership function and the left half of the right 

membership function. The overlap factor is used 

to avoid the excessive overlap of the membership 

functions and is non-negative with a best value of 

zero. For fuzzy web mining, we changed the 

coverage factor formula proposed by [65]. 

Therefore, the coverage factor of membership 

functions for each Web page    is defined as: 

 

 1 2

max
 

,  , ,

i

m

t
Coverage factor

range R R R



 

 
(11)  

  
 

where, the range (R1, R2, …, Rm) is the length of 

the horizontal axis covered by the membership 

functions of Web page pi , max(ti) is the maximum 

browsing duration of pi in the Web log dataset, 

and m is the number of fuzzy regions 

(membership functions) of pi. The factor has the 

best value of 1 for a full coverage of the Web 

page’s browsing duration. 
 

Example 1: Suppose that the membership 

functions for the time duration of the Web page   

are presented in figure 3. 

Based on this figure, Web page   has three fuzzy 

regions:   
  ,   

 , and   
  . In this figure, the 

overlap (  
    

 ) = 22, the overlap (  
    

 ) = 27, 

the overlap (  
    

 ) = 0, the minimum spread 

(  
    

 ) = min((34-0), (45-12)) = 33, the 

minimum spread (  
    

 ) = min((82-45),(130-

55)) = 37, and the minimum spread (  
    

 ) = 

min((34-0),(130-55)) = 34. Therefore, the overlap 

factor of Web page   is calculated as: 

overlap factor = [    (
  

  
  )          ((

  

  
  )  

 ]       ((
 

  
  )   ]            

In this example, the range (  
     

     
  ) = 130 

because the area covered by these three fuzzy 

regions is from 0 to 130. Suppose that the 

maximum time duration of Web page   in the 

sessions is 130, max (  ) = 130; then the coverage 

factor of the membership functions of page   is 

computed as follows:  coverage factor = 
   

   
  . 

Therefore, in example 1, the suitability value of 

the membership functions of page   is computed 

as follows: Suitability = 0 +1 = 1. For the other 

web pages in the sessions, the suitability value of 

the membership functions was also calculated in 

the same way. Table 1 shows the time duration of 

all Web pages browsed by each user. Each row in 

the table is shown by Web page and time. 

Suppose that Web page   exists in five browsing 

sequences with time durations of 30, 8, 92, 20, 

and 110. The fuzzy support of each region 

(  
    

    
  ) was calculated as follows: 

 

Fuzzy Support (  ) = 
 

 
 (

     

     
        )  

     

Fuzzy Support (  ) = 
 

  
 (      

     

     
  )  

     

Fuzzy Support (  ) = 
 

 
 (    

     

      
    )  

    

Assume that the minimum support is at 0.28; the 

larger 1-sequences are     {     }  in which 

  and    have a fuzzy support value larger than 

0.28. Therefore, the total fuzzy support value was 

computed as: Fuzzy Support (X) = 0.38 + 0.3 = 0.68. 

Consequently, the objective function = 
 

    
       

  

Table 1. Browsing sequences by each user. 

 

 

             
Figure 2. Two types of unsuitable membership functions. 

 

User ID Browsing sequences 

1 (A,30) (E,42) (D,98) (C,1) 

2 (D,62) (A,8) (D,102) 

3 (A,92) (D,89) 

4 (A,20) (C,101) (E,118) (B,11) (C,42) 

5 (D,64) (A,110) (C,74) 

6 (D,80) (C,61) (E,122) (B,17) 
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Figure 3. Membership functions for the time duration of Web page A. 

4. The proposed Algorithm (LA-OMF)                            

In this section, the main concepts of the LA-OMF 

algorithm are described. 

 

4.1. The Proposed Framework 

The centers and spreads of TMFs are the 

parameters of the search space, and finding 

suitable TMFs is considered as an optimization 

problem. The proposed framework was utilized to 

find the optimal values of these parameters for the 

given membership function. In the proposed 

framework, the number of membership functions 

is given as an input, and a team of LA is built. 

After determining a team of LA, the learning 

process was repeated until the minimum value of 

the objective function was found. Additionally, 

during this learning process, the proposed 

heuristics help eliminate the inappropriate 

membership functions. Finally, the optimal 

parameters were obtained for the given 

membership function. The proposed framework is 

depicted in figure 4 and consists of the following 

steps: 1) representing the membership functions 

using LA; 2) generating the appropriate 

membership functions; 3) generating actions; 4) 

evaluating the objective function; and 5) updating 

the parameters of LA. Each step is explained in 

details below. 

 

4.2. Representing Membership Functions using 

Learning Automata (LA) 

The time spent by the users on each Web page is 

one of the parameters of Web usage data, which 

can be used to analyse the users’ browsing 

behavior. The time spent by the users on each 

Web page is one of the parameters of Web usage 

data, which can be used to analyse the users’ 

browsing behavior. This parameter is shown as 

TMFs. This section describes how to display 

TMFs using LA. Let   {          } -
represent the set of TMFs and m be the number of 

membership functions. Each             

shows the membership function of the i-th fuzzy 

region.    is the membership function of the first 

fuzzy region and    is the membership function 

of the last fuzzy region. Each    is depicted by a 

quadruple (                        ), where the 

indices i and j indicate the j-th parameter of the i-

th membership function. For example, in figure 5, 

   is indicated by a quadruple 

(                        ). Additionally, for   , we 

assume that       represents the left spread of the 

fuzzy region   ,       demonstrates the left center 

of the fuzzy region   ,       stands for the right 

center of fuzzy region   , and       indicates the 

right spread of the fuzzy region   . In the 

proposed approach, one learning automaton is 

assigned to each parameter of quadruple 

(                        ). These LA are labeled as 

      
        

        
  and       

 ,                  

respectively. Thus, each membership function    

requires four LA to optimize its                           

parameters. Each automaton has a length of r, 

where r shows the number of actions of each 

automaton. For each automaton, r is defined and 

the action probability vector of each automaton is 

initialized. For the first and last membership 

functions, which are characterized by two 

parameters, only two automata are required. Let 

     be the number of membership functions 

taken from the user as the input. In order to 

optimize all of these parameters, a team of LA 

with                                         LA is 

built. In this work, the LA team includes the 

following learning automata: 
1 1

1,3 1,4 ,1 ,2 ,3 ,4

1 1 1 1
1,1 1,2 1,3 1,4 ,1 ,2

 ,  , , ,   ,  ,  , ,

,  ,  ,  , , 

 

i i i i
cr wr wli cli cri wri

m m m m m m
wlm clm crm wrm wlm clm

A A A A A A

LA A A A A A A   
   

  
  

  
 
  

 

 

4.3.   Generating Appropriate Membership 

Functions 

The fuzzy region of TMFs is specified by four 

parameters. TMFs must convince two rules. These 

rules adjust the parameters in accordance with the 

form of the membership functions and are 

described as Equations 12 and 13, respectively. 

  

,3 1,2 1,3 1,2 1,3 ,2 i i i m m mcr cl cr cl cr cl         (12) 

,1 ,2 ,3 ,4i i i iwl cl cr wr    (13) 
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The first limitation adjusts the arrangement of the 

centers of the membership functions and the 

second limitation maintains the trapezoidal shape.                

Figure 6 presents a trapezoidal membership 

function (TMF) with three regions fulfilling the 

above rules. 

The suitability is an important factor in the 

optimization of membership functions [65]. The 

suitability value of the membership functions 

consists of two sections: overlap and coverage. 

Overlap shows the area covered by two 

membership functions and coverage shows the 

area covered by all membership functions. The 

search space is reduced by a considerable amount 

by considering the two constraints on overlap and 

coverage in the membership functions. Equations 

14 and 15 satisfy the full coverage and Equation 

16 satisfies the suitable overlap.  

1,1 ,1 1,4i i iwl wl wr   (14)     

 

1,1 ,4 1,4i i iwl wr wr   (15)     

 

,4 2,1i iwr wl  (16)     

 

In this research work, a new approach is proposed 

to decrease the search space and use the 

constraints mentioned above. This approach 

eliminated the inappropriate membership 

functions and searched the optimal parameter 

values among the appropriate membership 

functions. The proposed approach can be 

described as follows: Each    ,        is 

demonstrated by a quadruple 

(                        ). For the first (  ) and last 

membership function (  ), only two parameters 

(           ) and (            ) are required.  
Let 

1,3 2,1 1,4 ,1 1,4 ,2  ,3 

,4 1,1

1,2  1,3  ,1 1,4 ,2 

 ,  ,  ,  ,   , ,  , ,

 ,  ,  ,

  ,  ,  ,  ,

i i i i

i m

m m m m m

cr wl wr wl wr cl cr

P wr wl

cl cr wl wr cl





  

 
 

  
 
 

 

 

be the set of all parameters of TMFs. Any 

permutation of this set can represent a TMFs; 

however, many of these permutations are invalid. 

For each TMF of   , any non-repetitive sequence 

of the Cartesian product                                                                               

{              }  {                            }  

{                            }  {              }  

is considered as a valid sequence (appropriate 

membership functions). After computing each   , 

any non-repetitive sequence of the Cartesian 

product             is considered as the 

final appropriate membership function. 

For example, for three TMFs, if we do not use the 

proposed approach, we have the 12! = 479, 

001,600 sequences. Among these sequences, the 

proposed approach considers only 24 membership                 

functions as the appropriate ones. All the 

appropriate membership functions for three TMFs 

are represented as    {              }  where 

each    shows a sequence of valid TMFs points. 

Table 2 presents 24 appropriate membership 

functions for three TMFs fulfilling the above 

rules, i.e. full coverage and appropriate overlap. 

 

4.4. Generating Actions 

After determining the set of required learning 

automata and generating the appropriate 

membership functions, we describe the learning 

algorithm used by each automaton. Let LA be a 

set of the required learning automata. 

Additionally, let i represent the i-th membership 

function, where           and                                      

j {                        } indicate the j-th 

parameter of the i-th TMFs  . Let the selected action 

by the learning automaton    
  at instant   be 

represented by     
    , where          

represents the action number. Suppose       is the 

maximum time duration among all Web pages. 

The action of each automaton at instant n can be 

selected as     
      Using the selected action and 

the actions of other LA in step    , the selected 

action vector such as      was build. In order to 

build an action vector     , we used the selected 

action     
     and the actions of other    

  

       such as      
              at the 

instant    .  

By considering the union of all of these actions, 

the selected action vector      can be determined 

using Eq. 17. 

     , ,1 1
LAi i

j k p kpA n n n     
(17) 

Suppose that                represents the 

action set and      {          } denotes the 

action probability distribution of    
  at instant n. 

The method used to select an action in    
  was as 

follows: 
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                     Figure 4. The proposed framework.

 
 

 
Figure 5. Time duration of each web page as the trapezoidal membership functions. 

 

 
Figure 6. A trapezoidal membership function with three regions. 
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Table 2. Number of appropriate membership functions for the three trapezoidal membership functions. 

Vi Valid Sequence Vi 

 

Vi Valid Sequence Vi 

V1 (                                                  ) V13 (                                                  ) 

V2 (                                                  ) V14 (                                                  ) 

V3 (                                                  ) V15 (                                                  ) 

V4 (                                                  ) V16 (                                                  ) 

V5 (                                                  ) V17 (                                                  ) 

V6 (                                                  ) V18 (                                                  ) 

V7 (                                                  ) V19 (                                                  ) 

V8 (                                                  ) V20 (                                                  ) 

V9 (                                                  ) V21 (                                                  ) 

V10 (                                                  ) V22 (                                                  ) 

V11 (                                                  ) V23 (                                                  ) 

V12 (                                                  ) V24 (                                                  ) 

                 

1) Using the probability vector, the interval 

length for each action of    
  was                   

determined by Equation 18. 
 

 1 10 , 0 p ò  

2 1  1 20 , 0p p p   ò  

3 1 2 1 2 30  , 0p p p p p     ò  

    . 

    . 

    . 

1 2 1 1

2

0  , 0L
r

r

p p p p

p p


    


  
ò  

 

 

 

 

 

(18) 

2) A random number was selected between 

zero and one. 

3) If the selected random number belongs to 

 th interval, then this shows that the  th 

action can be selected. 
 

Example 2:  

Suppose that    
     is a learning automaton 

and includes four actions. Additionally, we 

assume that the action probability of    
  at instant 

  is                       . In order to choose 

an action, we generate a random number between 

0 and 1. For example, if the random number is 

0.6, the selected action according to Equation 18 

will be equal to 3. Thus the selected action is   . 

Each selected action corresponds to one optimized 

parameter value. In this case, the optimal 

parameter values are obtained using the selected 

action according to Eq. 19. In this example, the 

optimal parameter value for the chosen action    

using Eq. 19 is 0.66. 

   Optimize parametervalue   

 
1

, 1      
1

i
i r

r


 


 

 

(19) 

4.5. Evaluating Objective Function  

After generating all the appropriate membership 

functions  and sorting the action vector       the 

next step is to evaluate the objective function to 

find the value of      . The appropriate 

membership functions can be represented by a 2D 

vector, known as the valid membership function 

matrix. Each row of this matrix denotes an 

appropriate sequence (valid membership 

function). The number of rows in this matrix 

shows the number of valid membership functions. 

The proposed algorithm uses a function 

assessment called      . In order to compute 

      for each row of this matrix, the 

membership function was first constructed, and 

then the objective function was evaluated 

according to Equation 7. By considering the 

minimum value of the objective function value 

among all the valid membership functions, the 

value of        was determined.  
 

Example 3: Suppose that the number of 

membership functions is 2 and the action vector is 

A(n) = (0.6, 0.3, 0.8, 0.2). For two membership 

functions, we need four valid sequences, as 

depicted in the form of a matrix in figure 7. The 

Action vector is sorted in an ascending order using 

α(n) to build the membership functions. In this 
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case, four valid membership functions were built. 

After performing the mentioned steps, the value 

of       was determined as 0.57. As a result, the 

membership function set {                 

                         }  associated with 

      = 0.57 was the best result.  

 

4.6. Updating Automaton Parameters 

Using the value of the objective function and the 

global best value, we decided whether the selected 

action should be rewarded or penalized. Let 

             show a minimum value of the 

objective function obtained so far. After finding 

the value of       as a common reinforcement 

signal, each learning automaton decides whether 

to give reward or penalty to its selected action. 

 

 
Figure 7. An example of finding objective function values. 

After obtaining the value of      , it was 

compared with             . If the value of 

      is less than the value of             , then 

the number of positions of the membership 

functions are saved. Additionally, the selected 

action     
     is rewarded according to Equation 

4; otherwise, only the selected action is penalized 

according to Equation 5.  

 

4.7. Extracting the Optimal Number of 

Membership Functions 

After determining the proposed framework, we 

developed the LA-OMF algorithm to 

automatically find the optimal number and 

positions of the trapezoidal membership 

functions.                               Let      be the 

optimal number of the membership functions and 

represent the maximum number of membership 

functions specified by the user. In order to 

determine the value of the optimized membership 

function, the proposed algorithm was used as 

follows: For each membership function,   
        , the value of      , using the 

proposed   framework, was determined. Finally, 

the lowest        was considered as an optimal 

number of the membership functions. Figure 8 

demonstrates how to find the optimal number of 

the membership functions. Additionally, the 

pseudo-code for the LA-OMF algorithm is shown 

below. 
 

4.8. Complexity Analysis 

In this section, both the time and space 

complexity of the proposed LA-OMF algorithm in 

comparison to the meta-heuristic algorithms is 

presented. 

 

 

 
Figure 8. Finding the optimal number of trapezoidal membership functions. 
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4.8.1. Time Complexity 

Assume that the maximum number of 

membership functions for each Web page is 

    , the number of actions is r, the number of 

iterations that it takes for an LA for converge is 

Itr, the number of transactions is n, the number of 

items (Web pages) is m, and the number of large 

1-sequences is |  |. Then the time complexity of 

each step of the proposed algorithm LA-OMF can be 

described as follows: Step 1 requires O (    ); 

steps 2 requires O (1); step 3 requires O (    ); 

step 3.1 requires O (    ); step 3.2 requires O 

( ); step 3.3 requires O ( ); step 3.4 requires O 

( ); step 3.5 requires O (   ); step 3.5.1 requires 

O (    ); step 3.5.1.1 requires O ( ); step 3.5.1.2 

requires O ( ); step 3.5.1.3 requires O (     ); 

and step 3.5.1.4 computes the objective function. 

Thus, the actual execution time of the proposed  

 

algorithm depends on the adopted dataset and the 

objective function. The objective function consists 

of two parts, namely the suitability of the 

membership functions and the number of large 1-

sequences (   . The computational complexity of 

calculating the number of    is thus O (n   m   

     . In order to evaluate the suitability factor, 

the proposed approach requires to check the 

values of the overlap and coverage factors. The 

computational complexity of finding the 

suitability values is thus O (m      . Hence, in 

the worst case, the computational complexity of 

evaluating an automaton using the objective 

function is [n   m        + m      ], which is 

O (n   m      ). Step 3.5.1.5 requires O (    ) 

+ O ( ), and step 3.5.1.6 requires O ( ). Finally, 

the fuzzy association rules are mined from the 

Proposed LA-OMF Algorithm 

// n: number of Web log records; m: number of Web pages;      : maximum number of membership functions; r: number of actions; Itr: 
number of iterations 

Input: n, m,     ,r 

Output: optimal number of membership functions and its associated set of membership functions  

Step 1: Find appropriate membership functions for each                . 

Step 2:                 

Step 3: For each                 do  

        Step 3.1:   LA Create a team of LA with the size of        4 - 4) automata.  

        Step 3.2: Initialize parameters of each automaton. (see Section 3.2). 

        Step 3.3: Define the action-set of each automaton (see Section 4.4). 

         Step 3.4:  n 0 

        Step 3.5: Repeat 

                Step 3.5.1: For each automaton   
     (1         {                        }) at instant n do:  

                          Step 3.5.1.1:  selects an   action     
     (see Section 4.3). 

                         Step 3.5.1.2:  Action     
        

|  |
     

                                   

                          Step 3.5.1.3: Action Sort (Action) 

                         Step 3.5.1.4:         Evaluate the objective function using Action and appropriate membership functions (see Section 4.5). 

                         Step 3.5.1.5: If                       

                                               Step 3.5.1.5.1:                     

                                               Step 3.5.1.5.2: Save the number (   ) and its associated set of membership functions 

                                                Step 3.5.1.5.3: Reward the selected action     
     

                                             else  

                                                 Step 3.5.1.5.4:  Penalize the selected action     
     

                                             End if. 

                                   End foreach 

                         Step 3.5.1.6:  n n+1 

                 Until learning automata converges to the best actions 

       End for 
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given database. Consequently, it requires O(s). 

Considering all the above steps, the total time 

complexity is: 

O (    )           [        + O ( ) + 

O(ir)   [O(    )   O(rlogr) + O(n   m  
    )]]] +O(s), Which is simplified as follows: 

O(ir)  [O(rlogr)+O (n  m      )] +O(s).   

We showed that the time complexity of the 

proposed approach was more efficient than that of 

meta-heuristic algorithms. The time complexity of 

the nature-inspired meta-heuristic algorithms such 

as evolutionary algorithms was analyzed as 

follows. Assume that the number of generations 

(iterations) is itr, the population size is Psize, and 

the time for evaluating a chromosome is 

eTimeChro.  

The execution time of the meta-heuristic 

algorithm is O )itr   Psize  eTimeChro  ( . The 

eTimeChro value depends on the fitness function 

used. Thus, the actual execution time of the 

genetic algorithm depends on the adopted dataset 

and the selected fitness function. Consider the 

fitness function.  

Since it consists of two parts, namely the 

suitability of the membership functions and the 

number of large 1-itemsets  |  | , the 

computational complexity of a chromosome can 

be analyzed as follows. Assume that the number 

of transactions log is n, the number of items (web 

pages) is m, and the maximum possible number of 

membership functions (linguistic terms) for an 

item (Web page) is     . The computational 

complexity of calculating the number of large 1-

itemsets is thus O (n   m       ).  

In order to evaluate the suitability factor, the 

genetic algorithm is required to check the 

chromosomes to calculate the values of the 

overlap and coverage factors. The length of a 

chromosome can be found by O (m      ). If we 

assume that the length of the chromosome is r, the 

time required to arrange the chromosome with the 

length r will be         . The computational 

complexity of finding the suitability values is thus 

O (m       ).  

Hence, in the worst case, the computational 

complexity of evaluating a chromosome with a 

fitness function is O( n   m        + m        

), which is O(n   m       ).  

In the final step, the fuzzy association rules are 

mined from the given database. Therefore, it 

requires O(s). Considering all the above steps, the 

total time complexity of the genetic algorithm is: 

O (itr   Psize)             O (n   m  
     )] + O(s). 

 

4.8.2. Space Complexity 

Assume that the maximum number of 

membership functions is      and the number of 

actions is r. The proposed algorithm uses        

r automata to find the centers and spreads of the 

membership functions. Hence, the total space 

complexity of the proposed algorithm is 

O(     r). Other algorithms such as the nature-

inspired meta-heuristic algorithms use another 

factor called the number of agents (for example, 

the number of chromosomes) to calculate the 

space complexity. Assume that the number of 

agents (chromosomes) is n, the maximum number 

of membership functions is     , and the length 

of each chromosome is r. Then the space 

complexity of these algorithms is O (       
 ). Thus, the space efficiency of the proposed 

algorithm in comparison with that of nature 

inspired meta-heuristic algorithms is efficient. 
 

5. Experiments and Analysis of Results 

In this section, several experiments were 

performed to demonstrate the effectiveness of the 

proposed LA-OMF algorithm. We implemented 

all the experiments using the java language on a 

computer with Intel core i7 at 1.80GHz and 16GB 

RAM running windows 10. In this work, the LA-

OMF results were compared with the fuzzy web 

mining algorithm (FWMA) [66], 

FTARM+PFGM[47], and MAOMF [41]. The 

FWMA algorithm was applied to the fuzzy Web 

mining algorithms, and pre-defined TMFs were 

used. The FTARM+PFGM and MAOMF 

algorithms used the optimization of the triangular 

membership functions. Thus the time parameter 

for the FTARM+PFGM and MAOMF algorithms 

were considered as triangular membership 

functions. 

In order to analyze the experimental results, the 

criteria such as the fuzzy support, overlap, 

suitability, coverage, average value of objective 

function (     ), execution time, and number of 

large 1-sequences     were considered. In the 

experiments, the minimum and maximum possible 

numbers of the linguistic terms were set to 2 and 

6, respectively. In all the experiments, each 

algorithm was independently run for 30 times, and 

the mean value of the 30 runs was considered. 

The parameters used by LA-OMF are presented in 

table 3. The parameters of the other compared 

algorithms according to the literature were also 

taken into account. Figure 9 shows the pre-

defined membership functions used in the 

experiments. 



Hatamlou et al./ Journal of AI and Data Mining, Vol 8, No 4, 2020. 
 

505 

 

Table 3. Parameters used by LA-OMF. 

 
 
 

 

 

 

 

 

 

 

5.1. Preparation of Datasets 

In order to evaluate and analyze the proposed      

LA-OMF, we considered the DePaul CTI dataset 

[67]. The data was collected during a two-week 

period in April 2002 from a sample of users who 

viewed this website. The cleaned data was 

obtained by deleting the page views with a low 

support and removing the sessions of size one. 

The cleaned data included 13745 user sessions 

and 683-page views.  

The proposed algorithm specified the appropriate 

membership functions for each Web page of the 

CTI dataset [67]. In all the experiments, the Web 

page with the number of 387 (/news/default.asp) 

was selected among 683 pages. In this dataset, 

each distinct page view was represented by a 

unique number called page view IDs. Table 4 

shows a part of the log data in the CTI dataset. In 

this table, the list and ID of each page view are 

given.  

In table 5, the browsing sequences are depicted 

for each client/user. Each client had a unique 

number called the client ID. Each browsing 

sequence showed the list of the page view IDs 

along with the amount of time each user spent on 

a page view during one session. The maximum 

page view time was 999 s. 

 
5.2.   Experimental Evaluations 

Experiment 1:  

This experiment aimed at finding a suitable 

number of membership functions and their 

optimized parameters. In this experiment, the 

values of 2, 3, 4, 5, and 6 were used for the 

number of membership functions. Figure 10 

depicts the optimal   number of membership 

functions for   LA-OMF on the CTI dataset. 

Additionally, we determined the optimal number 

of membership functions for other algorithms. 

Then using the obtained membership functions, 

the values of the fuzzy support, overlap, 

suiability, coverage, and average value of 

objective function (     ) were determined. The 

results obtained for the compared algorithms are 

shown in table 6. In this table, the optimal number 

of membership functions, taking into account the 

lowest value of the objective function (     ), 

was three for the proposed algorithm, four for the 

FTARM + PFGM algorithm, two for FWMA, and 

two for the MAOMF algorithm, respectively.  

The results of table 6 demonstrate that for the 

number of membership functions 2, 3, 4, 5, and 6, 

the average value of the objective function using 

the LA-OMF algorithm increased by 20%, 23%, 

18%, 17%, and 15%, respectively. Thus, the 

average efficiency of the objective function in 

comparison to other algorithms increased by 20%. 

In a similar way, LA-OMF increased the average 

efficiency of the fuzzy support by 17%. 

According to the results in table 6, LA-OMF 

obtained the minimum value of the objective 

function for each number of membership 

functions.  

Figures 11       show the initial membership 

functions for the membership functions 2, 3, 4, 5, 

and 6, respectively. Figure 8 shows that the 

membership functions generated in the first 

iteration of the proposed algorithm have a large 

overlap or are very separate. After executing the 

proposed algorithm, the membership functions 

have a suitable shape. The optimized membership 

functions are presented in figure 12       , 

respectively.  

 

 Experiment 2:  

The purpose of this experiment was to examine 

the effect of different dataset sizes on the 

efficiency of the proposed LA-OMF algorithm. 

The datasets with different sizes including the 

50K, 100K, 150K, 200K, and 250K sessions were 

tested in this experiment. The results obtained are 

shown in table 7.  

The results show that the LA-OMF algorithm 

produces better results for the parameters 

of       , fuzzy support, and suitability. Thus by 

increasing the dataset sizes, the performance of 

the proposed LA-OMF algorithm with respect to 

the other algorithms was a significant 

improvement. 

 

 

 

 

 

Parameter Value 

Maximum number of MFs 6 

Reward rate (a) 0.3 

Penalty rate(b) 0.003 

  Number of actions ( ) 20 

Minimum support 

Minimum confidence 

0.002 

0.1 
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Table 4. List of the page view IDs along with a page view in the CTI dataset. 

Page view id  Page view 

0 /admissions/ 

1 /admissions/career.asp 

2 /admissions/checklist.asp 

3 /admissions/costs.asp 

 

 

681 /shared/404.asp?404; http://www.cs.depaul.edu/msoffice/cltreq.asp 

682 /shared/404.asp?404; http://www.cs.depaul.edu/resources/grad_scholarships.asp 

 

Table 5. List of client IDs along with browsing sequences by each user in the CTI dataset. 

Client ID Browsing sequence 

1 (679, 2) (574, 7) (585, 5) (604, 4) 
2 (387, 37) (558, 20) 

3 (387, 24) (400, 125) (71, 26) (228, 34) 
… … 

13563 (54, 11) (358, 55) 

 

  

 

Figure 9. The pre-defined membership functions with different numbers of linguistic terms used in the experiments. 

 

Experiment 3:  

In order to show the change of       , the fuzzy 

support and overlap along with different numbers 

of iterations, another experiment was performed. 

Figs. 12, 13, and 14 show the change of       , 

fuzzy support, and overlap along with different 

numbers of iterations on the datasets of the 50k 

and 250k sessions, respectively. As it  could be 

seen in these figures, the LA-OMF algorithm for 

all the dataset sizes produced the minimum value 

of       in comparison to the other algorithms. 

The values of      , fuzzy support, and overlap  

 

for the FWMA algorithm were plotted as a 

straight line because FWMA produced a constant 

value at each iteration. Figures 14 and 15 also 

show that LA-OMF obtained the membership 

functions with a higher fuzzy support and a better 

overlap than the other algorithms. In addition, 
using the constraints introduced in the proposed 

algorithm made the proposed algorithm more 

efficient than the other algorithms. 
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Table 6. Comparison of the results between LA-OMF and other algorithms. 

Number of membership 

functions 

Algorithm Overlap 

 

Coverage Suitability Fuzzy 

support 
      

# MFs = 2 LA-FOMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0000 

0.0000 

0.0018 

0.0512 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0000 

1.0000 

1.0018 

1.0512 

1.3541 

0.8216 

1.2805 

1.3101 

0.7368±0.0243 

1.2175±0.0000 

0.7823±0.0342 

0.8024±0.0580 

# MFs = 3 LA-FOMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0026 

0.0000 

0.0186 

0.0245 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0026 

1.0000 

1.0186 

1.0245 

1.4771 

0.8285 

1.1951 

1.2166 

0.6842±0.0092 

1.2070±0.0000 

0.8523±0.0672 

0.8421±0.0652 

# MFs = 4 LA-FOMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0073 

0.0000 

0.0235 

0.0362 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0073 

1.0000 

1.0235 

1.0362 

1.2674 

0.8261 

1.3714 

1.1727 

0.7895±0.0072 

1.2105±0.0000 

0.7463±0.0161 

0.8836±0.1139 

# MFs = 5 LA-FOMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0140 

0.0000 

0.0476 

0.0752 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0140 

1.0000 

1.0476 

1.0752 

1.2024 

0.8173 

1.1455 

1.1369 

0.8421±0.0058 

1.2235± 0.0000 

0.9145±0.0524 

0.9457±0.0943 

# MFs = 6 

 

LA-FOMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0230 

0.0000 

0.0674 

0.0923 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0000±0.0000 

1.0230 

1.0000 

1.0674 

1.0923 

1.1424 

0.8055 

1.1174 

1.0987 

0.8947±0.0063 
1.2414±0.0000 

0.9552±0.0389 

0.9941±0.0873 

 

 
Figure 10. Value of       obtained by LA-OMF for the membership functions 2, 3, 4, 5, and 6. 
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Figure 11.  Initial membership functions before executing LA-OMF in the CTI dataset. 

 

 

 

 

 
Figure 12. Optimized membership functions after executing LA-OMF in the CTI dataset. 

 

 

 

Figure 13. Change of       along with different numbers of iterations for four test algorithms on different datasets. (a) 50k 

sessions and (b) 250k sessions. 
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Table 7. Comparison of the results acquired from LA-OMF and FWMA on the data of different sizes. 

Data Algorithm Overlap 

 

Coverage Suitability Fuzzy support       

50K LA-OMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0018 

0.0000 

0.0064 

0.0723 

1.0000 

1.0000 

1.0000 

1.0000 

1.0018 

1.0000 

1.0064 

1.0723 

1.4918 

0.6509 

1.3191 

1.2238 

0.6715 

1.5362 

0.7629 

0.8762 

100K LA-OMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0025 

0.0000 

0.0058 

0.0535 

1.0000 

1.0000 

1.0000 

1.0000 

1.0025 

1.0000 

1.0058 

1.0535 

1.5075 

0.6594 

1.3710 

1.2375 

0.6650 

1.5164 

0.7336 

0.8513 

150K LA-OMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0043 

0.0000 

0.0081 

0.1763 

1.0000 

1.0000 

1.0000 

1.0000 

1.0043 

1.0000 

1.0081 

1.1763 

1.6156 

0.6656 

1.4093 

1.3565 

0.6216 

1.5023 

0.7153 

0.8671 

200K LA-OMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0039 

0.0000 

0.0072 

0.1636 

1.0000 

1.0000 

1.0000 

1.0000 

1.0039 

1.0000 

1.0072 

1.1636 

1.5826 

0.6632 

1.3688 

1.3109 

0.6343 

1.5075 

0.7358 

0.8876 

250K LA-OMF 

FWMA 

FTARM+PFGM 

MAOMF 

0.0050 

0.0000 

0.0413 

0.1483 

1.0000 

1.0000 

1.0000 

1.0000 

1.0050 

1.0000 

1.0413 

1.1483 

1.4761 

0.6524 

1.3288 

1.2574 

0.6763 

1.5428 

0.7836 

0.9132 

 

 

 
Figure 14. Change of fuzzy support along with different numbers of iterations for four test algorithms on different datasets. 

(a) 50k sessions and (b) 250k sessions. 
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Figure 15. Change of overlap along with different numbers of iterations for four test algorithms on different datasets. (a) 50k 

sessions and (b) 250k sessions. 

Experiment 4: 

Another experiment was performed to show the 

effect of the number of large 1-sequences and the 

number of rules with different numbers of 

minimum supports for LA-OMF and other 

algorithms. The relationship between the number 

of large 1-sequences and the mininmum supports 

for four test algorithms is shown in figure 16. It 

could be seen in figure 16 that the number of large 

1-sequences extracted by the proposed algorithm 

was larger than the other algorithms. Figure 17 

shows the relationship between the numbers of 

association rules extracted by LA-OTMF along 

with different minimum supports. It could be seen 

in figure 17 that the number of extracted rules by 

LA-OMF was also higher than the other 

algorithms. 

 

Experiment 5: 

The purpose of this experiment was to compare 

the average execution time of the LA-OMF 

algorithm with other algorithms. The total running 

time of LA-OMF included two steps. In Step 1, 

the running time was calculated in order to find 

the optimized membership functions. In Step 2, 

the running time was calculated in order to mine 

large 1-sequences using the obtained optimized 

membership functions. Thus, the total running 

time was computed as follows: 

 

2

            
maxk

i

i

Total runinng time running time for MF



 
 
 
 
  

    

 
     

  1 

running time for

mining large sequences

 
 

 
 

 

(20) 

Figure 18 gives the total running time for LA-

OMF and other algorithms for the CTI dataset. 

The number of membership functions and the 

running time also increased. It can also be 

observed that with increase in the dataset size, the 

average execution time in the proposed algorithm 

and other algorithms increases linearly.  

 

Experiment 6:  

The purpose of carrying out this experiment was 

to investigate the effect of different values of the 

parameters a and b on the LA-OMF performance. 

We considered two cases: in the first case, the 

value of the parameter a was assumed to be 

constant and the value of the parameter b was 

tested with different values. In the second case, 

the value of the parameter b was assumed to be 

constant and the value of the parameter a was 

tested with different values. The appropriate 

values for the parameters were obtained when the 

proposed algorithm reached the minimum value 

of      . Tables 10 and 11 show the change in 

      for different values of the parameters. The 

results of table 10 and 11 show that the 

appropriate value for       was obtained when 

the parameters a and b were set at 0.3 and 0.003, 

respectively. 
 

 

 
Figure 16. Relationship between the number of large 

1-sequences and different minimum supports.                                                                                                            
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Figure 17. Relationship between the number of rules and 

different minimum supports.   

Table 10.  Change of       to increase b. 

Reward rate (a)    Penalty rate (b)                          

 0.3                         0.003                               0.6763 

  0.3                         0.03                                  0.7943 

  0.3                          0.3                                  0.8520 

 

Table 11.  Change of       to increase a. 

Reward rate (a)     Penalty rate (b)                          

0.1                         0.003                                0.8663 

0.2                         0.003                                0.8421 

0.3                        0. 003                               0.6763 

 

 
Figure 18. Average execution time with increasing dataset 

sizes for the CTI dataset.   

6. Conclusion 

In this work, the time spent by the users on each 

Web page was considered as a trapezoidal 

membership function; an LA-based approach 

called the LA-OMF was proposed to optimize the 

centers and spreads of each trapezoidal 

membership function. The proposed LA-OMF 

algorithm takes the number of TMFs as the input, 

and optimizes the TMF parameters using a team 

of  LA. This algorithm is composed of two steps. 

In Step 1, a new representation of LA for each 

TMF was introduced. In Step 2, we developed a 

new approach to find both the number and the 

position of the membership functions for the 

mining fuzzy association rules in the Web usage 

data. In the proposed LA-OMF, in order to reduce 

the search space and eliminate the inappropriate 

membership functions, two constraints were used, 

and a new approach was proposed for their 

implementation. Several experiments were also 

conducted in order to examine the efficiency of 

LA-OMF on the datasets with different sizes. The 

experimental results showed that the proposed 

algorithm could reach a high fuzzy support, 

suitable overlap, and coverage. The results 

obtained also revealed that the proposed algorithm 

obtained a significantly higher objective function 

than the other algorithms. In the future, we will 

focus on two topics: a) enhancing the application 

of the proposed framework on multi-objective 

association rule mining and b) using the proposed 

framework to optimize membership functions in 

other fuzzy systems. 
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 چکیدُ:

ّابیی  تَاًذ ثشای ًطبى دادى چٌیي دادُفبصی هی ّبیتئَسی هجوَػِکِ دّذ ًطبى هیٍ تطکیل ضذُ  کوّیّبی ٍة اغلت اص دادُ ّبی دس دادُ ّبتشاکٌص

ِ کِ ثِ ػٌَاى یک تابثغ ػواَی     ثَدٍُة  یدادُ اًَاع ی اص، یکضذُ تَسط کبسثشاى دس ّش صفحِ ٍة سپشیاستفبدُ ضَد. صهبى  دس ًظاش رشفتاِ   ای رٍصًقا

 تَاثاغ کاِ   ییٍ اص آًجاب  ثَدُػوَی   تَاثغثِ  ٍاثستِفبصی  یقَاًیي اًجوٌکبٍش  استفبدُ ضَد. کیفی  اىکبسثش حشکتیتَاًذ ثشای اسصیبثی سفتبس ٍ هی ضذُ

قبثل تَجِ اس . دس ایاي هقبهاِ، یاک     ایرٍصًقِ تَاثغ ػوَی  تؼذاد ٍ هَقؼی  خَدکبسٍة ثب سبیش صفحبت ٍة هتفبٍت اس ، یبفتي  یػوَی  ّش صفحِ

فبصی پیاذا   یسا ثشای قَاًیي اًجوٌ تَاثغ ػوَی  هَقؼی پیطٌْبد ضذُ تب تؼذاد ٍ  LA-OMF هتفبٍت ثب ًبمتقَیتی  یبدریشیسبصی هجتٌی ثش  ثْیٌِ سٍش

ثِ ػٌَاى پبساهتشّبی فوبی جستجَ دس ًظش رشفتِ ضذُ ٍ ًوبیطی جذیذ ثاب اساتفبدُ   ای رٍصًقِ تَاثغ ػوَی  پٌْبی ، هشاکض ٍکٌذ. دس اهگَسیتن پیطٌْبدی

-دس  آهذُ ثب ًتبیج سبیش اهگاَسیتن  ٍ ًتبیج ثِ ضذُسٍش پیطٌْبدی اسصیبثی  کبساییسبصی ایي پبساهتشّب پیطٌْبد ضذُ اس . ثشای ثْیٌِ یبدریش اتَهبتبیاص 

 پیطاٌْبدی  شکٌذ کِ سٍهی ّبی هختلف تأییذّب ثب اًذاصُدادُ یثش سٍی هجوَػِ ّبآصهبیص ضذُ اس .ّبی هَجَد دس یک هجوَػِ دادُ ٍاقؼی هقبیسِ 

LA-OMF  ثخطذفبصی سا ثْجَد هی یقَاًیي اًجوٌکبٍش ثب استخشاج تَاثغ ػوَی  ثْیٌِ، کبسآیی. 

 .اتَهبتبی یبدریش، هجوَػِ فبصی، تَاثغ ػوَی ، قَاًیي اًجوٌی فبصی کبٍش استفبدُ اص ٍة، :کلوات کلیدی

 


