IRVD: A Large-Scale Dataset for Classification of Iranian Vehicles in Urban Streets
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Abstract
In recent years, vehicle classification has been one of the most important research topics. However, due to the lack of a proper dataset, this field has not been well-developed as other fields of intelligent traffic management. Therefore, the preparation of large-scale datasets of vehicles for each country is of great interest. In this paper, we introduce a new standard dataset of popular Iranian vehicles. This dataset, which consists of the images of the vehicles moving in urban streets and highways, can be used for vehicle classification and license plate recognition. It contains a large collection of vehicle images in different weather and lighting conditions with different viewing angles. It took more than a year to construct this dataset. The images were taken from various types of mounted cameras with different resolutions and at different altitudes. In order to estimate the complexity of the dataset, some classical methods alongside the popular deep neural networks were trained and evaluated on the dataset. Furthermore, two light-weight CNN structures are also proposed, one with three Conv layers and the other with five Conv layers. The 5-Conv model with 152K parameters reached the recognition rate of 99.09% and could process 48 frames per second on CPU, which is suitable for real-time applications.
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1. Introduction
In the modern world, transportation is an infrastructure sector of every society. One of the most important topics in the transportation sector is the traffic control. Having information about the vehicles moving on a road is helpful for the governments to improve the condition of that road. The first use of the traffic control systems dates back to the 1930s and 1940s; they were used to control the industrial processes [1, 2]. Nowadays, traffic control is more intelligent due to the use of the machine vision methods. Vehicle classification is a machine vision problem that is of interest in the today’s traffic management systems; it is very important for roads, highways, parking lots, and toll stations.

Due to the enormous number of vehicles makes and models, vehicle classification is a complex task, and therefore, it requires more sophisticated and robust computer vision algorithms. Due to the diversity of the makes and models and different conditions during image acquisition, vehicle classification is more challenging than the other classification problems. Vehicles show large appearance differences in their unconstrained poses, which demand viewpoint-aware analyses and algorithms. This makes the image-based classification of vehicles a major challenge [3, 4] in addressing the issues related to the intelligent traffic management such as vehicular density estimation, utility specific lane maintenance, and load estimation.

Vehicle processing can be divided into two primary categories: vehicle location detection and vehicle identification.

The purpose of the first category is to just identify the vehicles from other stationary and moving objects in the image [5, 6]. In the second category, the purpose is to determine the type of vehicle, which can be considered in two aspects: identification of the general vehicle category and identification of the car model. A lot of research works have likewise been performed on the
second task. The subject of many traffic system users such as police and tolls is the recognition of the general class of vehicles, and identification of the car model is not important to them. Some of the most important and prominent research works conducted in this case are discussed below.

Liu et al. [7] were able to classify cars with the features extracted from the front window, two headlamps, and plate placement. In this method, a neural network with some histogram features are used to recognize the type of vehicle. The main weakness of this approach is that the process depends on the location of the vehicle, which can only be identified from the frontal face of the car. Messeledi et al. [8] have introduced a 3D model of moving objects. In this work, identification was made in five classes including cars, buses, pickups, bikes, and minibuses. The main weakness of this method is its sensitivity to the environmental conditions. For example, the presence of shadows or light reflections in images causes the vehicle to be misclassified. Jang et al. have proposed a new feature extraction method based on the SURF algorithm [9]; this method has a precision of 90%.

Kafai et al. [9, 10] have proposed a network-based approach using the features extracted from the rear parts of the vehicle. The feature vector is a set of geometric parameters of the car such as its width and height. In this method, a recognition rate of 95.7% can be achieved for a dataset of 169 cars in four classes.

Zhang et al. [11] have proposed a method for identifying the type of vehicle based on the structural error on the CVQ³ network, reporting a 95% accuracy for a dataset of 2800 vehicle images of four classes.

In [12], a neural network has been used to classify the vehicles; they used the geometric features and achieved a precision of 69% for a dataset of 100 cars. The problem with this method is its low accuracy. Chen et al. [13] have offered a new method to improve the accuracy and reduce the computational complexity using the multi-branch and multi-layer features. In this way, each image is converted into several sub-images. Then using the proposed deep neural network, the local and global features are categorized. The dataset utilized in this research work was 57,600 images of 320 different classes (180 images of each class) at a resolution of 1920 × 1080. Based on this method, 53,120 images were used for training, and an accuracy of 94.88% was achieved. The main drawback of this method is the long response time of the recognition process for each vehicle.

In all the above methods, in order to determine the type of vehicle, it is necessary to extract the image feature, which will slow down the identification process. In [14], another method has been proposed based on the deep neural network (DNN); it does not require feature extraction. A DNN takes the actual images as the inputs and does not require the external feature extraction methods. This method has been compared with an SVM³ classifier trained on the SIFT³ features. Two different datasets (one containing the extracted images from a single camera and the other including the images received from two cameras at different locations) were used for evaluation. In the single-camera mode, the number of images examined was 1,500 and DNN achieved a recognition accuracy of 98.06%, while the SVM classifier achieved 97.35%. In the case of two cameras, the number of images analyzed was 6,555 images, and the recognition rates of 97.75% and 96.19% were achieved for DNN and SVM, respectively. Biglari et al. [15] have introduced new methods using a part-based model method. They reported an accuracy of 100% in the train data for recognition of the vehicle models. In these works, they used a small and clean dataset that included 4,858 fully annotated frontal images from 28 different makes and models.

There are very few datasets prepared for vehicle classification in the urban traffic and highway scenes. Some of these datasets are listed in table 1.

Due to the lack of suitable datasets for classification, sometimes the researchers use the datasets prepared for other goals. The i-LIDS datasets for event detection [16] have been used as one of the principal sources for collection of the vehicle-related data. The i-LIDS³ datasets are licensed by the UK Home Office for the image research institutions and manufacturers. Each dataset comprises a 24 h of video sequences under a range of realistic operational conditions. The dataset appropriate for vehicle classification consists of videos of a busy urban road taken under different illumination and weather conditions. The vehicles move along two directions in the opposite lanes with almost no variations in the pose. This dataset has been used in [17-19].

³Support Vector Machine
³Scale Invariant Feature Transform
³Imagery Library for Intelligent Detection Systems
Table 1. Some of the popular datasets used for vehicle classification.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Urban/Highway</th>
<th>Classes</th>
<th>Lighting Condition</th>
<th>Number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>iLids [16]</td>
<td>Urban</td>
<td>4 classes: Bike, Car, Van, Bus</td>
<td>Sunny, Overcast, Changing</td>
<td>24 h video with different frame rates</td>
</tr>
<tr>
<td>BIT Vehicle</td>
<td>Highway</td>
<td>6 classes: Truck, Bus, Microbus, SUV, Minivan, Sedan</td>
<td>Daylight, Night</td>
<td>9,850 images</td>
</tr>
<tr>
<td>[21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BoxCars116k</td>
<td>Highway</td>
<td>45 classes</td>
<td>Daylight</td>
<td>116,286 images from 27,496 cars</td>
</tr>
<tr>
<td>[23]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asgarian [24]</td>
<td>Highway</td>
<td>9 classes</td>
<td>Daylight</td>
<td>7000 images</td>
</tr>
<tr>
<td>IRVD (ours)</td>
<td>Urban and Highway</td>
<td>5 classes: Bus, Heavy Truck, Medium Truck, Sedan, Pick-up</td>
<td>Sunny, Overcast, Night</td>
<td>110,366 images from distinct cars</td>
</tr>
</tbody>
</table>

Peng et al. [20] have collected a dataset for automatic license plate recognition. The dataset consists of 3,618 daylight images and 1,306 night time images. The images were taken on a highway at a resolution of 1600 × 1264. This dataset has been used in [20, 21, 25, 26].

Another dataset is BIT1-Vehicle introduced in [21]. This dataset has been specifically prepared for vehicle classification. The images have been captured from a road-camera installed on a highway, perpendicular to the direction of motion. The dataset consists of 6 vehicle categories including Bus, Microbus, Minivan, Sedan, SUV, and Truck with 150 images under each class. The dataset consists of the samples taken during daylight and night. The ‘BIT-Vehicle dataset’ has been used by [21] and [25] to report encouraging results for vehicle classification. However, the dataset contains only the frontal images of vehicles, limiting its usefulness as a dataset in developing the algorithms for practical urban installations. Fu et al. [26] have reported the results on a dataset of images with considerable variations in pose, illumination, and scales. It contains 8,053 images cropped from surveillance footage of four types of vehicles under 6 different views. Unfortunately, the dataset has not been released for public use or reproduction.

In [22], a new dataset has been introduced. In this article, the authors collected and organized a large-scale surveillance-nature image dataset for vehicle classification in practical installations. They also observed that there existed virtually no dataset of vehicles captured under extremely poor illumination conditions. Thus the emergence of day and night infrared cameras has extended the scope of vehicle classification to the near-infrared band of the electromagnetic spectrum.

In this paper, we introduced a new large-scale dataset for the Iranian vehicles collected in more than 1 year from different locations in Iran. In Section 2, we describe the details of the dataset2; the procedure we used for data collection, challenges of the dataset, and a study on its complexity are discussed here. In Section 3, we examine our dataset with some popular CNNs as well as two proposed networks and compare their accuracies and recognition times.

2. Description of IRVD dataset

Every vehicle identification system must be evaluated on a dataset to be compared with other systems. Thus the availability of an appropriate vehicle dataset is important for such systems. A standard dataset must accommodate different environmental conditions. More variations in the dataset make it more challenging.

Our dataset, called IRVD3, was developed in different illuminations and air conditions including rainy weather, sunny, cloudy, moonlit night, and dark night. Furthermore, the road conditions were also diverse and include dry roads, wet roads, smart and clean asphalt, damaged asphalt, two-line and three-line roads, and two-way roads. The night images were taken in two ways, one using an LED projector and the other using the natural brightness of the moonlight.

---

1Beijing Institute of Technology

2Available at https://shahaab-co.com/en/download/irvd

3Iranian Vehicle Dataset
or the weak light of the adjacent cars. The cameras were installed at different heights from 0.5m to 7.0m. After capturing the videos, the frames containing the vehicles were cropped, and finally, the images were normalized to 256 × 256 pixels. The details are described in Section 2.2. Figure 1 shows the sample images in different lighting conditions and different viewing angles.

The dataset is divided into five classes:
- 1st class: Bus (urban and suburban buses)
- 2nd class: Heavy trucks and lorries
- 3rd class: Medium trucks, minibus, and van
- 4th class: Sedan cars
- 5th class: Pick-ups

Some sample images from each class in various conditions are shown in Figure 2.

The number of images per class is depicted in table 2. As it can be seen, more than half of the dataset belongs to the Sedan cars that in real life exist more than the other vehicles.

<table>
<thead>
<tr>
<th>Class</th>
<th></th>
<th>#Samples</th>
<th>Percentage of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>Bus</td>
<td>5,024</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>Heavy truck</td>
<td>16,715</td>
<td>45%</td>
</tr>
<tr>
<td></td>
<td>Medium truck</td>
<td>8,255</td>
<td>23%</td>
</tr>
<tr>
<td></td>
<td>Sedan</td>
<td>71,355</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>Pick-up</td>
<td>9,017</td>
<td>5%</td>
</tr>
</tbody>
</table>

As described earlier, we considered various conditions for collecting images of the IRVD dataset. These conditions among the number of samples in each condition are listed in table 3. It must be mentioned that all images were taken from a frontal view of the vehicles but the viewing angles are different, as shown in figures 1 and 2.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
<th>#Samples</th>
<th>Percentage of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Condition</td>
<td>Snowy</td>
<td>16,555</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>Rainy</td>
<td>22,073</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Sunny</td>
<td>71,738</td>
<td>65%</td>
</tr>
<tr>
<td>Location</td>
<td>Urban</td>
<td>60,701</td>
<td>45%</td>
</tr>
<tr>
<td></td>
<td>Street</td>
<td>49,665</td>
<td>35%</td>
</tr>
<tr>
<td>Lighting Condition</td>
<td>Day light</td>
<td>66,220</td>
<td>60%</td>
</tr>
<tr>
<td></td>
<td>Night (moon light)</td>
<td>5,238</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Night (light of near vehicles)</td>
<td>5,573</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>Night (LED projector light)</td>
<td>33,335</td>
<td>30%</td>
</tr>
<tr>
<td>Height of Camera</td>
<td>7.0 m</td>
<td>16,565</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>5.5 m</td>
<td>44,136</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td>0.5–3 m</td>
<td>49,665</td>
<td>45%</td>
</tr>
<tr>
<td>Resolution</td>
<td>384 × 216, 640 × 480, 1280 × 720, 1280 × 736, 1000 × 750, 1600 × 1200, 1920 × 1080</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 2.2. Collecting and cropping method

We spent more than a year (Sep 2017 – Dec 2018) on collecting data from different locations. The images were extracted from several cameras with different resolutions. These videos were then split into two categories. In one category, the distance and viewing angle of the camera is such that the license plate is clear and can be read with ANPR libraries. In the second category, the license plate quality is not suitable for OCR. Some frames of these two categories are shown in figure 3.

The first category’s videos were analyzed by the SATPA library [27], and the license plate location was detected. According to the bounding box of the license plate, the surrounding rectangle of the vehicles was constructed and cropped. In the second category, the vehicle images were cropped using the YOLO algorithm [28]; YOLO is a unified model for object detection. This model is simple to construct and can be trained directly on full images. In this way, the vehicles are tracked, and when they are close enough, their bounding
boxes are cropped. In some cases, the bounding box of the vehicle was selected and cropped manually.

![Figure 3. Some IRVD images suitable (bottom) and not suitable (top) for license plate recognition.](image3)

2.3. Applications of IRVD dataset

According to the various conditions presented in our dataset, it can be used in different applications. Some of the important cases are described in the following.

2.3.1. Vehicle classification

As described in Section 1, the most important goal for this dataset is car classification. IRVD is a fine-grained dataset and has several challenges, so it can be a good case for classification algorithms. We divided the dataset into two separate sets: training and test. The training subset contains 60% of the data and the test subset contains 40% of the data. In order to have an estimate of the complexity of the dataset, some classifiers were applied to it and the results obtained were presented in Section 3.

2.3.2. License plate recognition

As described earlier in Section 2, some images of our dataset are cropped according to the location of the license plate. These images have a good quality for OCR. Due to the different viewing angles and weather conditions, IRVD is also useful for the evaluation of the Persian ANPR systems. Some examples of such images are shown in figure 4.

![Figure 4. Some IRVD images suitable for Persian license plate recognition systems.](image4)

2.3.3. Data mining

We collected our dataset from different places in Iran during the years 2017 and 2018. Thus another application is data mining for various purposes. For example, we can find the popular vehicles and market shares for each vehicle or using the image processing tools for vehicle appearance, we can understand the average economic level of the automobile community.

3. Dataset evaluation

In this section, we evaluate several classification methods on our dataset. We used four classic methods including the SVM, MLP, KNN, and Bayesian classifiers along with some popular CNN networks including VGG, ResNet, and DarkNet. Two deep structures are also proposed and evaluated.

For the classic methods, we used the Histogram of Oriented Gradients (HOG) as the input features. The HOG descriptor technique counts occurrences of gradient orientation in localized portions of an image or region of interest (ROI) [29]. We used these parameters for HOG extraction: block size = 32, cell size = 32, block stride = 16, and bins = 9. Using these parameters, 2,025 features were extracted from each image of the dataset.

MLP has two hidden layers of sizes 128 and 64 neurons. Considering its input and output neurons, its structure is 20225: 128: 64: 5, where 5 is the number of classes. It is implemented using PyTorch, and two activation functions were tried: Sigmoid and Tanh. SGD with momentum was selected as the optimizer.

SVM was implemented using the OpenCV library in Python, and its best result was achieved using a linear kernel with C (regularization parameter) equal to 1.

KNN and Bayesian were also implemented using OpenCV. Bayesian had no parameter to be adjusted but K in KNN was selected to be 5. The results of these classifiers along with other methods are listed in table 4 and will be discussed later in this section.

3.2. Convolution neural network

Nowadays, the application of neural networks has become very widespread, and a huge variation has
been found. In the traditional ANNs, the input was a vector of features. This means that the training (and test) data must be transferred to a feature space, and then fed into the neural network. This process differs from the process of learning in the human brain. The brain receives and learns the data without altering it. Research has, therefore, been carried out to improve the existing neural networks. DNNs are the outcome of these research findings. Although the initial idea of deep learning was presented several years ago [30], due to the weakness of the hardware in the past, it was not possible to implement this algorithm. With the advances made in the hardware, the implementation of these algorithms has already been realized. CNN is one of the most popular deep learning networks. This network consists of three main layers: the convolutional layer, the pooling layer, and the fully connected layer. Different layers perform different tasks.

In order to further evaluate our dataset, we trained some popular CNNs on IRVD. These are VGG, ResNet, and DarkNet53. VGG [31] is one of the first popular structures that produced outstanding results in the ILSVRC-2014 competition. Its original structure cannot be trained from scratch due to the vanishing gradients problem [32]. However, today, with the help of batch normalization, its modified version can be trained from scratch. We used VGG11 with batch normalization and trained it on our dataset.

The second structure that we used was ResNet [33]. It has a novel structure, and having the new residual connections, can be trained on every dataset. It supports very deep layers and exists in different versions from ResNet18 to ResNet152 and even more. We trained three structures, ResNet18, ResNet50, and ResNet152, on IRVD. Finally, we examined DarkNet [34] on our dataset. DarkNet is an open-source neural network written in C. It is the backbone of the YOLO detector [35].

These networks are so deep, and as a result, they are very slow, especially when using CPU. Thus we tried to construct shallower networks to be useful for real-time applications while producing acceptable results comparing with these structures. We tried two different structures. The first one had three convolution layers with 32,549 parameters (Figure 5). It consists of 16 filters (3 × 3) in the first Conv layer, 32 filters in the second, and 64 filters in the last Conv layer. Each Conv layer is followed by a batch normalization, a ReLU, and a max-pooling layer. The first pooling layer has a window size of 4 × 4 and a stride of 4. The other pooling layers have a window size of 2 × 2 and a stride of 2. A global average pooling layer connects the Conv layers to the fully connected (FC) layers. The first FC layer contains 128 neurons and the final layer contains 5 neurons equal to the number of classes.

The second structure contains five Conv layers with 151,133 parameters. The overall structure is the same as the previous model, except for the number of Conv layers and the number of filters. Its Conv layers consist of 16, 32, 64, 64, and 128 filters, respectively. All filters have a size of 3 × 3. Pooling layers also have the same size of 2 × 2 and a stride of 2. The fully connected layers are the same as the 3-Conv structure.

We conducted our experiments on a PC with a GeForce RTX-2080 GPU running at 1700 MHz and a Corei7-9700K CPU running at 4000 MHz. Table 4 shows the results of our experiments. As shown here, among the traditional classifier trained with HOG, the normal Bayesian classifier produced the worse recognition rate of 66.57%. Looking at its confusion matrix, we saw that most of the samples were considered as a sedan car! because almost 65% of our data are sedans, and on the other hand, the Bayesian classifier is a statistical classifier, which is simply biased to the class with the most samples. The best result among the traditional methods belongs to MLP with a 94.89% accuracy. The results of these classical methods show that the dataset has enough complexity.

Among the popular CNNs, the worse result belongs to ResNet152 with a 98.92% accuracy. This network is so deep and has 58 million parameters. Thus to have good results, the dataset must be very large. As a result, training it on IRVD did not produce fantastic results. To get better results, it must be used in a fine-tuned process, which is out of the scope of this paper. The best performing CNN was ResNet18 with a 99.50% accuracy. We think that this behavior is due to the fact that its capacity (number of trainable parameters) is more suitable for IRVD than more deep structures that suffer from overfitting.

Among the proposed light structures, the best results achieved by the 5-Conv structure with 152K parameters that achieved a 98.63% accuracy and when data augmentation added, it reached a rate of 99.07%, which is very good. It is also suitable for real-time applications even on CPU. This model only takes 15.8 ms for prediction, and if we add the 5 ms required for image loading, the total process of the prediction is 20.8 ms, which means 48 FPS.
### 5. A light weight 3-Conv structure using BN and GAP layers proposed for vehicle classification.

![Diagram of the proposed network](image)

**Figure 5.** A light weight 3-Conv structure using BN and GAP layers proposed for vehicle classification.

### Table 4. Comparison of the proposed method with some traditional classifiers and some popular CNNs. Prediction times do not include image loading, which takes about 5 ms and is always performed in CPU.

<table>
<thead>
<tr>
<th>Model</th>
<th>No. of Parameters</th>
<th>Prediction time CPU</th>
<th>Prediction time GPU</th>
<th>Test Rec. rate</th>
<th>Test loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian Classifier</td>
<td>-</td>
<td>3.802ms</td>
<td>-</td>
<td>66.57</td>
<td>1.5137</td>
</tr>
<tr>
<td>Traditional classifiers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trained on 2025 HOG features</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP + Tanh</td>
<td>267,909</td>
<td>0.864ms</td>
<td>-</td>
<td>94.89</td>
<td>0.2029</td>
</tr>
<tr>
<td>MLP + Sigmoid</td>
<td>-</td>
<td>0.861ms</td>
<td>-</td>
<td>93.10</td>
<td>0.1537</td>
</tr>
<tr>
<td>SVM</td>
<td>-</td>
<td>13.922ms</td>
<td>-</td>
<td>77.79</td>
<td>-</td>
</tr>
<tr>
<td>Popular convolutional neural networks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG11 + BN</td>
<td>128,792,325</td>
<td>110.01ms</td>
<td>0.081ms</td>
<td>99.24</td>
<td>0.0346</td>
</tr>
<tr>
<td>ResNet18</td>
<td>11,179,077</td>
<td>39.67ms</td>
<td>0.355ms</td>
<td>99.50</td>
<td>0.0253</td>
</tr>
<tr>
<td>ResNet50</td>
<td>23,518,277</td>
<td>97.92ms</td>
<td>0.863ms</td>
<td>99.11</td>
<td>0.0476</td>
</tr>
<tr>
<td>ResNet152</td>
<td>58,154,053</td>
<td>220.49ms</td>
<td>2.441ms</td>
<td>98.92</td>
<td>0.0519</td>
</tr>
<tr>
<td>DarkNet53</td>
<td>40,591,078</td>
<td>139.77ms</td>
<td>0.141ms</td>
<td>99.07</td>
<td>0.0392</td>
</tr>
<tr>
<td>Proposed networks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-Conv</td>
<td>32,549</td>
<td>6.33ms</td>
<td>0.081ms</td>
<td>95.70</td>
<td>0.1420</td>
</tr>
<tr>
<td>3-Conv + BN</td>
<td>32,773</td>
<td>8.42ms</td>
<td>0.100ms</td>
<td>96.30</td>
<td>0.1126</td>
</tr>
<tr>
<td>5-Conv + BN + Aug</td>
<td>152,133</td>
<td>15.80ms</td>
<td>0.141ms</td>
<td>98.63</td>
<td>0.0709</td>
</tr>
</tbody>
</table>

### 3.3. Complexity of dataset

According to the results of the traditional methods on the IRVD, shown in table 4, it is clear that IRVD has an acceptable complexity. However, there are also some statistical methods for the complexity assessment of the dataset. The simplest one is to compute the mean of each class and visualize it. Figure 6 shows the mean images for five classes of the dataset. As shown here, these images are very blurred, which is a sign of the within-class variations.

![Mean images of different classes of the IRVD dataset](image)

**Figure 6.** Mean image of different classes of the IRVD dataset.

A recent method for a complexity measure has been proposed in [36]. It is called the cumulative spectral gradient (CSG) and has been claimed to be strongly correlated with the test accuracy of the convolutional neural networks. This method computes a so-called W-Matrix (Eq. 1) and makes a 2D plot of the dataset that shows the inter-class distances.

\[
W_{ij} = 1 - \frac{\sum_k |S_{ik} - S_{jk}|}{\sum_k |S_{ik} + S_{jk}|}
\]

Here, \(S_{ik}\) indicates the similarity measure between classes \(i\) and \(k\) and \(W_{ij}\) is the distance between the likelihood distributions of classes \(C_i\) and \(C_j\). For more details refer to [36].

Figure 6 shows a 2D plot of the W Matrix computed from Eq. 1. As it can be seen, heavy truck and medium truck are too close to each other. The same is for sedan and pick-up.
However, the bus class is far from the other classes.

4. Conclusion
We introduced a new image dataset of Iranian vehicles called IRVD. It is useful for both the vehicle classification and license plate recognition. Our dataset contains images of various conditions so it can be used for real-world applications. The procedure of data collection and cropping car area was discussed and some other applications of our dataset were introduced. IRVD is separated into two groups: 60% for training and 40% for testing. We evaluated our dataset with some traditional and deep learning methods. In the first one, we extracted the HOG features from our images and fed them into the SVM, MLP, Bayesian, and KNN classifiers. The best results were achieved by MLP with a 94.89% accuracy for the test data. In the second category, we used some popular CNNs among the two proposed structures. The best results were achieved by ResNet18 with a 99.50% accuracy, while our 5-Conv structure achieved a 99.07% accuracy. However, considering the required time for prediction, our method performs much faster and can process 48 frames per second on CPU, which makes it suitable for the real-time applications.
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یک مجموعه داده بزرگ برای طبقه‌بندی و سایل نقلیه ایرانی در خیابان‌های شهری
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ارسال 15/05/2012؛ تاسوگزی 26/03/2020؛ پذیرش 20/05/2020

چکیده:

در سال‌های اخیر، طبقه‌بندی و سایل نقلیه یکی از مهم‌ترین مباحث تحقیقاتی بوده است. با این حال، به دلیل عدم وجود مجموعه داده مناسب، این زمینه مانند سایر زمینه‌های مدیریت هوشمند ترافیک به خوبی توسعه نیافته است. بنابراین تهیه مجموعه داده‌های بزرگ از تصاویر و سایل نقلیه برای هرکور، بسیار مورد توجه است. در این مقاله، ما یک مجموعه داده استاندارد جدیدی از وسایل نقلیه بر طرفار ایرانی را معرفی می‌کنیم. این مجموعه داده که از تصاویر و سایل نقلیه منجر کرده در خیابان‌های شهری و بزرگراه‌ها تهیه شده، به منظور بررسی طبقه‌بندی و سایل نقلیه و تشخیص پلاک خودرو استفاده شود. این مجموعه شامل نمونه‌برداری از تصاویر خودروها در زاویه‌های خاص و شرایط نوری و آب و هوا و متفاوت است. ساخت این مجموعه داده به وسیله یک سال طول کشید. تصاویر از انواع مختلف دوربین‌های نصب شده با وضوح متفاوت و در ارتفاعات مختلف گرفته شده است. به منظور برآورد پیچیدگی مجموعه داده، برخی از روش‌های کلاسیک در کنار شبکه‌های عصبی عمیق را، امکان دارد و ارزیابی شدن. علاوه بر این، دو ساختار CNN سیک نیز ارائه شده است. یکی با سه لایه کاتالوشن و دیگری با پنج لایه کاتالوشن. مدل 5 لایه با 152 هزار پارامتر به دقت تشخیص CPU پردازش کند. که برای برنامه‌های مدرک مناسب است.

کلمات کلیدی: مجموعه داده خودرو، طبقه‌بندی خودرو، باлагیری عمیق، خودروهای ایران، IRVD
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