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Abstract

The rapid development of technology, the Internet, and the development of electronic commerce have led to
the emergence of the recommender systems. These systems assist the users in finding and selecting their
desired items. The accuracy of the advice in recommender systems is one of the main challenges of these
systems. Regarding the fuzzy system capabilities in determining the borders of user interests, it seems
reasonable to combine it with social network information and the factor of time. In this work, for the first
time, we try to assess the efficiency of the recommender systems by combining fuzzy logic, longitudinal
data, and social network information such as tags, friendship, and membership in groups. Also the impact of
the proposed algorithm for improving the accuracy of the recommender systems is studied by specifying the
neighborhood and the border between the users’ preferences over time. The results obtained reveal that using
longitudinal data in social network information in memory-based recommender systems improves the
accuracy of these systems.
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1. Introduction

In the recent years, with the growth of Internet
users, many online networks have been
developed, and thousands of people talk online
together [1]. Every day, the number of articles,
music files, movies, books, and web pages on the
Internet is increasing. In such an environment,
people do not know what to do with the enormous
amount of information. They are often unaware of
the opportunities because of the high volume of
data and, in some cases, irrespective of the
decision in this regard. In the past, the opinions of
friends, classmates or colleagues were used to
overcome this type of problem but today no one
can offer various suggestions according to all the
available information. This data growth and
massive data sources have created new fields of
data mining and pattern discovery [1]. The
recommender systems were developed in
response to the changing needs of people and the
number of choices in every field that help users to
find and select items [2]. Today, many websites
including Amazon, CDNOW, Barnes & Noble,

and IMDb use the recommender systems in order
to provide a good service for their customers [3].
Of course, not only the consumers and individuals
use the recommender systems but the suppliers
and vendors will also benefit from these tools.
Because of a large number of customers and
goods, the recommender systems try to give users
a better suggestion. Regarding the information
requirements of these systems, the mechanisms
that enable these systems to collect the required
information are necessary. Another issue that is
considered in some networks, and is also
considered in this work, is the matter of time. A
person may change or forget her/his interest over
time and reminding them may change one's
preferences and desires [4]. The time of rating
goods in social networks indicates the users’
behavior over time. Therefore, using the time
dimension will improve advice estimation. Failing
to pay attention to the time people spend on
networks and neglecting to update the
considerations of network requirements can lead
to a potentially significant loss of information [5].
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Moreover, the information explosion may not
necessarily improve the quality of people’s lives,
and finding facts and knowledge in the wealth of
information available can be time-consuming and
even frustrating. Therefore, having an intelligent
system capable of automatically learning the
users' interests, filtering unrelated interests,
offering the relevant information in a limited
time, and helping users with product-selection
decisions is essential. The recommender systems
counter the problem of information overload and
assist with the problem solving by recommending
items to users [6]. Although several memory-
based recommender algorithms have been
proposed, an algorithm that uses the social
network data and addresses the time factor has not
been introduced [7]. Furthermore, many of the
current approaches in the recommender systems
focus on offering users the most relevant
recommendations and overlook the background
information such as time, place, and people
participating in a given action. In other words, the
traditional recommender systems use only the two
entities of users and elements in the process of
providing advice. Thus the time series analysis in
combination with other features of social
networks can provide a good measure of suitable
recommender systems [8]. Given the different
preferences of users at different times, the
recommendations users receive should be based
on these preferences and should not be
independent from the recommendations received
at other times [9]. This raises an interesting
guestion: given the importance of time and the
influence of friends and people in decision-
making, how can a time component be added to
social network information to improve the
efficiency of the recommender systems? Because
of the acceptable results of the Jin et al. [4]
method, in comparison with other methods,
especially techniques based on social networks, it
is used as a reference method in this work. Hence,
in this work, we aimed to design memory-based
recommender systems through the integration of
longitudinal data and social network information.
Therefore, a recommender system is designed by
combining fuzzy logic, longitudinal data, social
network information such as tags, friendship, and
membership in groups, and by using the impact of
long-standing interest, although with variable
coefficients so that the proposed method can
improve the efficiency of previous recommender
methods. Overall, this system has a huge impact
on improving the efficiency of the proposed
method.
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This work begins with a review of the literature,
followed by a description of the research method
used and proposed algorithm. Finally, the
implications and conclusions will be explained.

2. Literature review

The recommender systems have become an
essential research area. Their main purpose is to
identify the users’ neighbors based on profile
similarity and then suggesting something that the
neighbors had already liked [10]. The
recommender systems are intelligent systems that
provide appropriate recommendations to everyone
and help the users to find and select their required
items by finding and then analyzing their data [2,
11]. Usually, these systems are not able to offer
suggestions without an accurate information about
the users and their desired items (e.g. movies,
music, books) [12]. According to Liang et al.
[11], the recommender system is a subset of the
decision support systems and is defined as the
information system with the ability to analyze the
past behavior and make recommendations for
current issues. Moreover, the recommender
systems are algorithms that provide the best and
most accurate recommendations through the
exploration of users’ associated information from
the relevant databases. Such systems find patterns
in the users’ data by examining their past choices
and displaying appropriate recommendations
based on them [11]. Therefore, one of the
essential goals of such systems is to collect data
related to the users’ interests and items in the
system such as videos [12]. In a general
classification, the recommender systems are
divided into two categories: traditional
recommender systems and  computational
intelligence methods [13]. The recommender
systems based on computational intelligent
methods use artificial intelligence tools such as
Bayesian techniques, neural networks, clustering
techniques, genetic algorithms, and fuzzy theory
to build the proposed model. The traditional
recommender systems are divided into three
general  categories:  collaborative filtering,
content-based recommendation, and hybrid
approaches [2,13]. The content-based
recommendation method chooses the
characteristics of the items with the highest
popularity among celebrities like directors and
actors to offer them to others. Hybrid approaches

make recommendations by combining the
collaborative  filtering and  content-based
recommendation approaches.
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Collaborative filtering is the most widely used
technology in the recommender systems and
makes suggestions based on the ranking of active
users compared to their neighbors [13,14].
Collaborative filtering is divided into two
categories: memory-based and model-driven
approaches. Memory-based algorithms operate on
the entire ranking matrix and make
recommendations by identifying the target user's
neighborhood. Such recommendations are based
on past ratings. Model-driven techniques use the
rated data for training the model, and thereafter,
the model is used to derive recommendations
[5,8,15]. With the advent of the Internet and the
spread of social networks, extracting information
from social web sites has grown, and integrating
this information with the recommender systems to
increase the efficiency of recommender systems
has attracted a lot of attention [16,17]. The social
network is a social structure between the users
that can be individuals or organizations. This
structure expresses the way in which different
people are connected to each other [18]. In this
regard, the hybrid approach of collaborative
filtering and content-based approach has been
proposed by Guy et al. [19], which indicates more
interest in the tag-based recommender system
than the user-based recommender system.
Moreover, their results have indicated a better
performance of the hybrid system. In addition, an
algorithm that collect the user ratings and social
network connections has been proposed by Liu
and Lee [20], in which neighbors receive the same
recommendations. Their results have indicated
more accurate prediction algorithms by
incorporating the social network information into
CF. This algorithm only considers the friendship
as a factor of social networks, while there are
many other factors in social networks that can
increase the accuracy of recommendations. In
addition, the use of tags, its content, and
longitudinal data, and its impact on people's
interests are not considered in this work.
Membership in a group is usually due to the
interest in the similar topics so people of the same
groups may have the same interest. Since people
may have accidentally or out of curiosity join the
group, it is not always true. However, in social
networks, this can be considered as the criteria for
measuring the individuals’ similar interests and
ideas. Therefore, a good use of this resource can
help the recommender systems [7]. Lee and
Brusilovsky [21] have used the community
membership  information to improve the
personalized recommendations. They indicated
their proposed system provided recommendations
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that were as accurate as those produced through a
CF approach but with a better efficiency.

The ability to assign a tag to an item by the user is
one of the features of most social recommender
systems. Therefore, the users can allocate tags to
each product based on their preferences. The
social tagging systems have been through
significant changes in the past five years and have
been used in offers in the past two years [22].
Each tag is a keyword that is added to a digital
object such as an audio, image, video or Web
database to describe it; furthermore, it is one of
the advanced features that represent the users’
interests. Tags are selected words that, despite
their simplicity in search, classification, and
description, are very powerful sources. Most
studies have been conducted in the field of
creating the user models and predicting tags as
well as exploring social networks. For example, a
new method based on a combination of
collaborative filtering and tag-based social
relationships has been used by Naseri et al. [7] in
order to improve the accuracy  of
recommendations based on the nearest
neighborhood. In the proposed method, the new
similarity of metric (proposed mathematical
formulas) based on tags and social activities was
used to calculate the nearest neighborhood. Then
in the proposal part, a subset of users similar to
the target user was selected based on the
similarity matrix and was recommended based on
their total points. In this algorithm, only very
effective friends and active memberships were
studied rather than all the friends. The limitations
of this method are the lack of attention to
behavioral changes (excluding the meaning and
content of labels), and considering the same
impact for all items in comparing similar users
because a person may alter his/her interests over
time, and items that are popular among all people
cannot be a good measure of similarities. In order
to improve collaborative filtering, Adeli and
Moradi  [23] proposed a web service
recommendation  method  called Popular-
Dependent Collaborative Filtering (PDCF), which
predicts the quality of web services as well as
users’ dependency on a particular web service.
They also proposed a Location-aware PDCF that
considers the location of web services in the
PDCF recommendation process. Halpin et al. [24]
have proposed a general model based on group
tagging, and indicated that the use of tags in
collaborative filtering significantly increases the
efficiency of the method. There are noises in
using tags to the lack of restrictions on using
them. This may be because of different
interpretations. The method based on social tags
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for a book selling system, and used tags on
different books for making recommendations
were proposed by Heymann et al. [25], who have
indicated that tags can improve sales. However, in
this work, the data and label distribution were
inadequate. Moreover, the methods for rating tags
have examined the efficiency of using tags in the
recommender systems. The date of using tags and
the user clicks on them have been used for general
label settings, and a common tagging system has
been used for all users [26]. However, this method
requires much more information about different
users’ conditions. Furthermore, tracking clicks
from multiple users is costly. Moreover, an
algorithm that uses the tag for identification and
management of the required web sites has been
developed by Durao and Dolog [27] to compute
the tags’ similarity. In this algorithm, the cosine
similarity combined with other factors such as the
popularity of tags, tag resolution, and user-tag
information were used to rank. Given the tags’
limitations, especially in finding the similarities,
using tags alone is not a perfect measure for
making recommendations. In order to resolve this
problem, a standard classification system has been
proposed by Liang et al. [11] to check the labels’
integration in the recommender systems. Since in
this method of classification, tags are collected by
experts from different fields, the efficiency is high
and there is a reasonable relationship between the
tags and the goods. As the users' information and
interests are tied with time, the primary methods
of time-cognitive-based recommender systems are
primarily concentrated on the dynamic and
changing models [10,14,28]. Moreover, in an
early research work on time-based algorithms, the
researchers have tried to identify active users or
items. Although the work has been done based on
the profile that uses the user profile information
over time, both methods are faced with
information overload [29]. In order to resolve this
problem, Baltrunas and Amatriain [28] have
divided the user profiles into several sub-profiles
such as text and music that have different
contents; therefore, they could recognize people’s
different interests through different profiles.
However, it also requires calculations, and
information has to be gathered together in general
decisions. As a result, much of the today's
research works consider a set of pre-defined
distributions of information over time to prevent
information overload and abundance [1]. For
example, an exponentially decreasing function of
time has been used by Ding et al. [30] to compute
time weights based on each user and each cluster
of items. They have assigned a weight to each
rating that has been defined with the function of
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time in the preference prediction phase of item-
based collaborative filtering. Their experimental
results indicated that the new algorithm could
significantly increase the accuracy of prediction in
the item-based collaborative filtering. Moreover,
an algorithm based on item similarity and time
has been proposed by Jin et al. [4], in which the
similarities between items were used to measure
the similarity between the ancient and recent
behaviors because the lasting interest of the user
is like his/her recent interest. Since the online
visitors’ behaviors are only shown in the database,
there is a need for very real and updated data. In
addition, an algorithm based on three strategies of
weight-tag, weight-time, and a combination of
weight-tag and weight-time has been used by
Braunhofer et al. [31] to integrate the time and tag
information. They indicated that the integration of
time and tag information greatly improved the
efficiency of the proposed method.

According to the research works in this field,
different recommender systems have been
proposed and each has its strengths and
weaknesses. Therefore, the use of the strengths of
these methods and elimination of their
weaknesses is essential. It should be noted that a
person may forget his/her interests over time, and
people’s interest and preferences may change by
reminding them [4]. Moreover, the people are
under the influence of their friends, and will be
treated like their friends and other group members
over time. Therefore, it is necessary to study the
people's behavioural changes. Although the
behavioural changes have been considered in the
study of Jin et al. [4], the algorithms that involve
information such as tags, friend, and groups have
been neglected. Given the several memory-based
recommender algorithms that have been proposed
in different studies, the algorithm uses the social
network information along with the time factor
that has not been introduced [7]. Therefore, the
integration of these factors seems to improve the
performance of the memory-based recommender
systems. Hence, this work aimed to assess the
efficiency of the recommender systems by
combining fuzzy logic, longitudinal data, and
social network information such as tags,
friendship, and membership in groups.

3. Research method

The objective of this work was to design a
recommender system by combining the fuzzy
logic, longitudinal data, and social network
information such as tags, friendship, and
membership in groups. Therefore, a multi-phase
methodology was used to provide the
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recommender system. The proposed method
consists of five phases of data collection,
algorithm selection, implementation of the
proposed system, making recommendations, and
system evaluation. The first phase involves
collecting, describing, and evaluating data. The
primary data was collected, reviewed, and
prepared by studying the existing recommender
systems. During this phase, the previous studies
that examined the social networking features or
longitudinal data in the recommender systems and
their strengths and weaknesses were reviewed to
improve the recommender algorithm. In the next
phase (implementation), which was the main
phase in designing the recommender system, a
memory-based collaborative filtering method was
used using the social network information along
with the longitudinal data. Then friendship
similarity, tag-based similarity, similarities based
on group membership were calculated, and
recommendations were offered to the individuals
based on the similarity between them. The third
phase involved evaluating the proposed method.
The proposed algorithm was tested using a
simulation developed in the C# programming
language and evaluated using the Mean Absolute
Error (MAE), Root Mean Square Error (RMSE),
and  successful  decision-making  capacity
(Top_N). It should be noted that the methods
studied here were applied to a database using the
MyMediaLite recommender system library. This
is a free library for the recommender systems
implemented in the C# language.

3.1. Model description

In this phase, depending on the type of collected
data and based on need, the algorithm and model
were selected. The synthetic algorithm that used
the information for social networks was used in
this work. Moreover, given the importance of
time as the main characteristic of the information
used in this system, the memory-based
collaborative filtering method that used the social
network information along with longitudinal data
was used as the foundation of the proposed
algorithm to increase the accuracy of the
recommender system. Then the social network
information collected from the users in social
networks including four steps of similarity
calculation based on friendship, tag, group
membership, and overall similarity was used. In
calculating the similarity based on the friendship,
the similarity of people was determined based on
the favorite items by considering the time. In
addition, with respect to the specified intervals,
the similar interests of people were involved in
determining the amount of friendship. Since the
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interests are not forgotten, the previous friendship
are involved in determining the overall similarity
based on the friendships with lower coefficients.
There are different criteria for calculating the
similarity between the members. In this work, for
the first time, the fuzzy method was used to
determine the friendship between users that was
computed as Equation 1:

HF (u,n) cm>i-1
LF(,v) O<cm<i-1 i=l (1)
NF (u,v) Otherwise
where, i is the number of time intervals

i1=<1,2,3,4,5>, where 1 is the interval between
5 to 10 years, 2 is the interval between 10 to 15
years, and so it was proposed in the questionnaire.
Moreover,cm: is the number of common films
between the two users u and v in a period of
i ; HF and LF.respectively, indicate the strong
and poor friendships, and NF indicates no
friendship. Therefore, the first two groups of
friendship with high HF and low LF coefficients
were used in the subsequent decisions (film
selection and recommendation). The total
friendship was computed using Equation 2,
wherepandy are the coefficients greater than

Zero:

Fsim... = g* HF (u,v) +y * LF (u,V) @)

The use of this system involves the same films in
friendship in a fuzzy way. Thus the more the same
number of films between the ages is, the chance
of developing friendship between people is
greater and is used in the subsequent decision
with more coefficients. In order to obtain the
highest efficiency in finding the similarities based
on friendship, different values of p and y in the
range of 0-1 were examined. In order to find the
most appropriate values for p andy to find the
best values, starting from zero for u and y and
increasing to 0.1 per quantity, FSim.. was used to
compute d using HF and LF. Then the coefficients
of other factors (tag and groups membership)
were considered zero, and the accuracy of
recommendations was computed using the
Pearson formula. The best values for p and vy that
have the most relevant results in the process of
advice selection were, respectively, 0.7 and 0.3.

Given that different tags can be used in various
fields including film recommendation, it is
necessary to select and use the most appropriate
characteristics for tags. Therefore, in this part, tag
information was used as the other indicator of
calculating the similarity. For this purpose, the
standard method used in the study of Naseri et al.
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[7] for music recommendation was used.
Regarding the variety of tags, the users were
requested to score their favorite films with tags of
excellent (10), very well (8), well (6), moderate
(4), and weak (2), which were the conventional
tags used in the films. However, the best tag was
to allow the users to express their interest about a
product. Due to the large number of different tags,
the simplest method was used to provide tags [7].
The similarity between the two users u andV was
computed according to Equation 3:

zie(lumlv)(( )2 /(

Max (|1,], |1,

Tu,v

Tui

)

where, T... is aset of shared tags between the users
uand v for film |, T. is a set of tags allocated to
item i by the user u, Lis a set of items (films)
selected by the user u,and

Max (|1, ], |1,]) indicates the total number of items

(films) selected by the users u andV. Another
criterion for calculating the similarity is the group
membership. In this step, the similarity is
computed based on the group membership using
the fuzzy method to minimize the effect of
random choices. In this work, the films are used
to identify the group membership. Since selecting
the film, especially on behalf of the lower age
person, is not a good measure to put someone in a
group, a fuzzy method that shows the interest of a
person to the specific set of films is used to group
the people. In general, there are several groups of
films including action, science fiction, crime,
comedy, romance, etc. Therefore, for subscribing
any person in any of these groups, km(i,j)is
considered as the number of films that the user u
observes from the group of
j =< Action, Fantasy, Crime, Romance, Comedy,... >

in the period of i=<12,3,4,5>. Then the

membership in the mentioned group is obtained
using Equation 4:

*

Tvi

)
) 3)

TSim

u,v

where, G (j) represents the membership in the

group j. In this way, the people aged 20-15, 25-
20, and 30-25 from a specific group that have,
respectively, viewed 1, 2, and 3 films are
considered as a member of that group. Using the
amount of MSim.,., the membership of the usersu

and v was computed based on Equation (4) in a
way, the value of 1 is considered for being the
membership and the value of 0 is considered
otherwise. It should be noted that the tags can be
used to improve the decision results about
friendship and group membership. Finally, using
the information obtained by calculating the
similarity based on friendship, group membership,
and tag, and according to the consistent
methodology used by Naseri et al. [9], the overall
similarity between the individuals is computed.
The ultimate goal of this work is to use the social
network information such as friendship, tags, and
group memberships in collaborative filtering to
enhance the accuracy of the recommender
systems. Equation 5 is used to compute the
overall similarity of the two users u andVv.

Sim =a * TSim +(1-a)(b * FSim  +(1-b)* MSim )
u,v u,v uv u,v

The values for a and B are used to create a
significant relationship between the different
criteria of friendships, group memberships, and
tags. In this formula, o is used to make a
relationship between the tags on one hand, and
between friendship and membership on the other
hand, and B is used to make a relationship
between friendship and membership. The best
values for o and [ are obtained thorough an

experimental method and the Pearson results. In
order to obtain the best values, a and p start with

zero and 0.1 is added to them at each stage (see
Table 1). As indicated in Table 1, the best values
for a and B are 0.7 and 0.7, respectively.

ueG()=km(,j)=i-2 >3 (4)
Table 1. Pearson values for o and p
B a
0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
0.1 21.21 19.86 19.94 20.75 22.34 21.43 19.87 20.67 21.32
0.2 19.67 18.74 19.78 21.23 22.11 21.11 21.97 25.87 21.78
0.3 19.87 21.34 21.56 21.65 20.98 20.56 23.11 21.67 20.45
0.4 19.11 20.12 23.49 21.78 20.11 22.64 22.67 19.87 19.34
0.5 18.73 19.78 21.23 19.78 22.53 19.98 18.67 17.93 19.89
0.6 19.90 20.15 18.76 19.89 20.34 21.45 22.23 21.78 19.08
0.7 19.81 18.77 21.90 21.78 20.11 22.64 24.45 21.63 18.90
0.8 18.11 18.96 20.11 19.01 19.89 21.12 21.93 20.46 20.23
0.9 19.00 19.90 19.67 19.45 19.87 20.11 21.12 20.19 21.21

Prediction of the users’ future behavior is one of
the most important steps in the recommender
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systems. At this phase, the recommendations are
given to the users based on the similarity between

(5)
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them so that a subset of users similar to the target
user based on the similarity between them and
their total weight of rates is used to recommend to
the target user [8], and to predict the future
behavior of the user. The proposed method
recommends the items that the user u will tend to
choose in the future. Calculation of the interest of
user uto the specific items by his/her neighbor,
user v has already been selected depending on
the similarity between the two users and the
similarity between item i that his/her neighbor,
userv, has already been selected and items that
have already been tagged by user u. The
similarity between items is computed using the
weighted Jaccard similarity metric [31] (Equation
6):

Simltem(i, j) =

s Min[vi(t).Fq.vj(t).Fq]
te[vi mv-j

: (6)

> Max(vi(t).Fq.vj(t).FqJ+ > Min[vi(ta).F .v-(ta).FqJ

a’)
te[vi uvj -V r\vj]

According to this formula, the u; vector including
the name of tag and the frequency of its usage is
considered for each item. In this formula, F,
represents the frequency of using tag t for itemi .
Finally, based on the similarity between users and
items, the items that the target user may select in
the future are estimated. This is done according to
the following algorithm:

Algorithm: Generate Top-N Recommendation List

1- Avg. =null;

2- Top-N;

3- Interestitem = null;

4- FOREACH v as neighbor of u
FOREACH item i in v’s item list
FOREACH item j in u’s item list
Interestltem [i].ADD (j, Simltemi, j *Simu,v);
Avg. ADD (i, Interestitem [i].AVG ());

5- FOREACH gi as Avg.Groupby(i)
Top-N.ADD (gi.Key, gi.Max ());
6- Top-N.Sort();
RETURN Top-N.Select (Item);

According to the algorithm, the item similarity is
used to find and offer the most appropriate
recommendations.

3.2. Evaluation metrics

The aim of this study is to improve the accuracy
of the recommender systems, and to provide the
recommendations tailored to the needs and
interests of the target user. Therefore, the
necessary parameters for evaluating the
recommender system are determined in order to
measure the accuracy of the system. In order to

evaluate the quality of a recommender system, its
productive results can be compared with the user
comments on various items, and its accuracy is
determined based on the error between the
predicted values and the real views of the users. In
this study, the Mean Absolute Error (MAE), Root
Mean Squared Error (RMSE), and Top_N criteria
are used to measure the proposed system. The
most common method for evaluating a
recommender system is the MAE criterion. MAE
is “the average vertical distance between each
point and the identity line” [32, p. 268], in which
the difference between the rate predicted by the
system and the actual rating is computed using
Equation 7.

A

Z(u’i) Bt
N

u,i u,i

MAE = (7)

Where T, is the predicted rate by the system for

u

the user u and item i, r,; is the actual rating of

user u toitem i, and N is the number of rows in
the evaluated set of evaluation.

RMSE is a widely used method for the
performance evaluation of the recommendation
system models. It is a standard prediction score
that uses the square root [32], and is calculated

using Equation 8, in which r , is the binary

variable that shows the available data, whether
item i has been rated by user u or not.

Z(u,i)“?w (f“’i i ) (8)
N

The lower RMSE and MAE values of the
algorithm are the higher accuracy of
recommendations.

RMSE =

3.3. Experimental results

This phase starts with the initial data collection
and includes the activities to identify the data
quality problems, discover the nature of the data,
find the interesting subsets that form the hidden
information hypotheses, and prepare the data for
processing. Then the recommender system is
designed.

e Datasets

In this phase, the required data is extracted and
used as the input of the proposed algorithms.
Datasets in which the relationship between the
user data and time is clearly stated are not
available in time-based recommender systems.
Therefore, in this study, the social network data is
used. The data used in the proposed system is the
favorite movies at specified time intervals and
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interest in videos. The required data is gathered in
two steps, collecting the user profile information
on social networks and transferring the social
networking data to a questionnaire.

The users of the proposed system were required to
use their Facebook social network information to
fill the questionnaire. Since the users usually had
a limited ability to see their profile information, it
was necessary for the users who had an
unrestricted access to their profile information to
complete this step. This approach was employed
to provide an accurate information. Therefore,
using a questionnaire was essential. A
questionnaire was distributed online using the
snowball method among the members of social
networks. In this approach, the researchers ask
certain members of a social network to complete a
guestionnaire and send it to their friends to
complete and submit to the researcher.

The questionnaire was completed by thousands of
active Facebook users who met the required
conditions, and the gathered information was used
as the input database for the proposed algorithm.
The collected dataset included a total of 1,218
records. After deleting the incomplete records, a
dataset of 1,000 permissible user opinions about
400 items was used. Then according to the data,
people who had seen the same movies were
placed in a virtual recommended friendship
group, and based on this information, new movies
that the users of the same friendship group had
not already seen were recommended. Moreover,
the people of the same age were classified in a
friendship group based on their favorite movies.
For example, the 20-year old users with the same
interests of the 30-year old users were classified
in the same friendship group in the age range of
15-20 years (high number of the same films had
been seen in this group) and movies that the 30-
year old users had observed at the age of 20-25
years (action, science fiction, crime, etc.) were
recommended to the 20-year old users. Then a
fuzzy general procedure was considered to obtain
the friendship and give the recommendations.

The group membership is obtained from the type
of movie. For this purpose, the people in different
age categories with more interest on certain
categories of movies will be in a group through a
fuzzy procedure. The age interval within groups
was fixed in five years. The participants aged 5—
10 were provided movie suggestions, especially
cartoons, as well as the opportunity to see their
father’s favorite cartoons. Friendship is computed
based on the type of film and the similarity of
films. For example, selecting the same three films
during a specified period indicated a high
similarity; using fuzzy logic, this seemed to be
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logical. Another criterion is the tag collected by
the distributed forms and stored in the database.
Data preparation included all activities that
contributed to the construction of the final dataset.
The data preparation tasks are usually performed
for several times. The tasks for this study included
selecting the records and features as well as data
transformation and cleaning using data modeling
tools. Data preparation includes the process of
giving a unique ID number to each user (User_Id)
and each item (Item_ld), which in this research
work is a film. The purpose of data preparation is
to prepare, clean, and extract the information
required for testing. A review table is created
based on a main table for maintaining user
comments and included User_Id, Date, Item_lId,
Itm_Group, and Itm_Ratings. Similar rows are
removed from the review table. Additional
changes include standardizing date display
format, replacing the name of each item with an
equivalent code in the item field, removing
invalid ratings, replacing the name of each user
with an equivalent code in the user field, and
creating two tables of items and users to store user
information and items extracted from the review
table. Further data preparation involves creating a
ratings table containing the information required
for testing and inserting the refined information
into the review table; summarizing all movies
viewed by a user along with scores and history;
sorting the table based on the user name and item;
creating a friends table from the ratings table to
capture the friendships between individuals; and
finally, creating a groups table from the ratings
table to specify the age groups with which people
were associated.

o Performance evaluation

Since the study [4] did not calculate RMSE and
MAE for its proposed method, it was not possible
to compare the proposed method with the method
of Jin et al. [4] in terms of RMSE and MAE.
However, the results of the proposed approach
compared with the basic algorithms are presented
in Table 2. According to this table, the proposed
method produces better results in comparison to
the basic algorithms, which reflect the positive
impact of the time factor combined with fuzzy
logic in the proposed algorithm and the higher
accuracy of the proposed method in
recommendations to the users. This indicates that
the fuzzy algorithm combined with information
from social networks such as friends,
membership, and tags improves the accuracy of
the recommender systems.
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Table 2. The Proposed approach compared with the basic

algorithms.
Method RMSE MAE
Proposed method 0.9114 0.7130
BipolarSlopeOne 0.9432 0.7324
FactorWiseMatrixFactorization 0.9263 0.7321
BiasedMatrixFactorization 0.9137 0.7220
SVDPIusPlus 0.9156 0.7198
ItemKNNPearson 0.9141 0.7167

e Top_N results

The average accuracy rate (Top_N) of the
proposed method compared to the method
described by Jin et al. [4] has been shown over
multiple experiments. Since the user preferences
change over time, this research work used a
model of groups of users with five-year intervals
of items-time, which can provide detailed
recommendations in a mobile business
environment. The quantitative criteria (RCL)
(Formula 9) and accuracy (PRC) (Formula 10) are
adjusted to evaluate the Top_N criteria, as in the
field of data recovery.

L, "I

RCL, = - (9)
L, "I

PRC, = (10)

The variable 1 represents the items used by the

user u in the simulated test set, and I is the item

recommended to the user u.

For doing experiments, on average, 10
recommendations were considered for the users.
However, the given experiments were also done
for 20, 40, and 60 recommendations. The results
of comparing the proposed method with those
used in the study of Jin et al. [4] for 10, 20, 40,
and 60 recommendations is presented in Table 4.
As indicated in this table, at least 10 repeat in the
proposed algorithm on database indicates the
superiority of the proposed method in most
recommendations.

Table 3. Comparison of the proposed method with
the Jin et al. [4] method.
commendatio
S

10 20 30 40 60
Method
Proposed method 0.261 0.254 0.265 0.262 0.262
Jinetal. [4] 0.267 0250 0.268 0.268 0.280

Moreover, the error rate of the proposed algorithm
compared with the algorithm of Jin et al. [4] is
indicated in Figure 1. According to this figure, the
error rate of the proposed method is lower than
that of [4], which indicates the good accuracy of
the proposed method. As a whole, the results
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indicate the usefulness of fuzzy systems in the
process of friendship and group memberships.
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Figure 1. Error rate of the proposed algorithm compared
with algorithm of Jin et al. [4].

4. Conclusion and recommendations

Regarding the social networks’ development, and
given the importance of people’s ideas on the
decisions of others with regard to using or not
using a product or service, business owners use
the recommender systems to increase the
customer satisfaction and profits from providing
goods or services. Social networks and trust affect
the opinions of other users of a
commercial/service site. Attention to the
psychological aspects of people’s tendency to rely
on collective wisdom has opened a new horizon in
the production and development of the
recommender systems in the form of "social-
network-based recommender systems." Therefore,
using data from social networks, along with the
time factor, which represents the old and forgotten
interests of the users through the fuzzy system,
this study tried to improve the evaluation criteria
of the recommender systems in order to provide
better results. Using fuzzy logic increased the
accuracy of decision-making under uncertainty
conditions. This research work, by studying a
number of models in the field of social-network-
based recommender systems, tried to take an
effective step in the development of one of them.
Therefore, because of the acceptable results of the
method of Jin et al. [4] in comparison with the
others, especially techniques based on social
networks, it was used as the reference method in
this study: a recommender system was designed
by combining fuzzy logic, longitudinal data, and
social network information such as tags,
friendship, and membership in groups. The MAE,
RMSE, and Top_N criteria were used to measure
the proposed algorithm. In order to evaluate the
efficiency of the proposed method, the results
obtained were compared with those of basic
algorithms. According to the results, the proposed
method had better results than most of these
algorithms, which reflected the higher accuracy of
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the proposed method in making recommendations
to the users. Moreover, the results indicate that
due to the appropriate separation in the process of
computing the similarity based on friendship,
group membership, and tags, the use of fuzzy
systems has increased the efficiency of this
method. Since the users’ preferences will change
over time, a weighting function based on the user-
item and time was used to show the importance of
their recent behaviors. According to the results, it
is clear that the hybrid recommender systems
based on the social networks’ information and
memory-based fuzzy systems have a better
performance in predicting the score of a particular
item than other methods. Better results on all
users confirm the fact that the more information
about the history, tastes, opinions, and previous
ratings are available, the better performance the
methods and techniques will have. In addition, the
use of fuzzy systems in different choices can
improve the options.

The purpose of the proposed method was to
improve the limitations of the previous
algorithms; however, this work has some
limitations that can be the basis for future works.
In this work, the experimental method was used to
calculate the parameters of the algorithm.
Therefore, it is suggested that future research
works use formulas and do further calculations to
determine the exact values of a and [, the
optimum parameters and factors affecting the
values of a and B, and to review the results of
change in different datasets. In addition, it is
recommended that future research works study the
more demographic variables such as gender,
nationality, and cultural characteristics in
reviewing the selection of favorite films.
Regarding the fact that the users’ behaviors
change over time, it is suggested that future
research works examine these changes and their
effects on the users’ future choices. In addition,
there are other methods such as neural networks
and other algorithms like learning automata, for
which future research works can compute
effectiveness to improve learning, provide more
complete recommendations, and compare results
with the proposed method of this work.

In order to promote and develop research and
improve the model proposed in this work, it is
suggested that future research works control the
performance of the proposed model using the
other datasets provided by commercial websites
and compare the results to determine a future
strategic plan.

In this work, friendship was computed using the
type of film and the similarity of the films, for
example, the same three films during the specified
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period using the fuzzy system. Therefore, other
social network information can be used to specify
the friendship with less weight and better results.
It is also recommended that future research works
use SVD, combined with social network
information through fuzzy logic, to enhance the
accuracy of selecting friends based on the users’
favorite items and increase the efficiency of the
proposed approach.
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