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imbalanced data by using D-optimal design, DOE 

and RSM to develop an effective classification 

model. This article considered the Tong et al. 

(2011)’s proposed method as a cost-sensitive 

problem [6]. 

The proposed procedure contains the following 

three steps: 
 

 4.2.1. Design an experiment 

An experiment is designed to obtain an appropriate 

resampling strategy for the majority and minority 

class in a two-class imbalanced data, while the 

number of instances drawn from the majority class 

and the number of instances duplicated from the 

minority class are designed using undersampling 

and oversampling, respectively. The experiment 

considers two factors. Factor A and factor B 

represent /a b  and /d b , respectively, where a  

denotes the total number of the re-sampling 

instances in the majority class; b  denotes the total 

number of instances in the minority class of the 

training data, and d  denotes the number of 

instances duplicated in the minority class. Both 

factors are continuous, ranging from 0 to r , where 

r  represents /L SN N , 1r  ; LN  represents the 

total number of instances in the majority class, and 

SN  is the total number of instances in the minority 

class. 

 This work adopts the D-optimal design with a 

quadratic model. The D-optimal design is 

generated using the Design-Expert 8.0.7.1 

computer software, in which a 20-run design is 

generated, including five replications at the center. 

The experimental error is estimated using 

replications, and the adequacy of a fitted model is 

confirmed. The misclassification cost of CART is 

considered as the response variable. 
 

4.2.2. Conducting experiment 

This step consists of four processes: 

(a) Randomly split the data into the training data (

1D ) and testing data ( 2D ). Do (b) and (c) for each 

fold. 

(b) Sample and duplicate 1D  based on each 

generated combination in 4-2-1 to obtain a new 

data composition ( 3D ). 

(c) Utilize cost-sensitive CART algorithm to 

construct a classification model using 3D ; use the 

classification model to classify 2D . 

(d) Calculate the misclassification cost as the 

response variable. 

                                                      

1 Detailed information is discarded due to privacy reasons. 

 

4.2.3. Fit a model and obtain optimal resampling 

strategy 

The response surface model is obtained to 

demonstrate the relation between factor A, factor 

B, and the response variable, i.e. misclassification 

cost. The fitted model adequacies are confirmed by 

the lack-of-fit test, coefficient of determination (
2R ), and adjusted coefficient of determination 2R

(
2Adj R ). Finally, the optimal resampling 

strategy for the majority class and minority class is 

obtained. 
 

4.3. Cost-sensitive classification 

One of the basic steps in the KDD process is to 

select method(s) to do searching for patterns in the 

data. This includes deciding which models may be 

appropriate, and matching a particular data mining 

method with the overall criteria of the KDD 

process. The end-user may be more interested in 

understanding the model than its predictive 

capabilities [2]. In the fraud detection concept, both 

goals (predicting and describing) are important. 

Thus we will use those algorithms that are easy to 

understand. In this work, the cost-sensitive C4.5 

decision tree is used as the base learner of Adaboost 

(adaptive boosting). The AdaBoost algorithm has 

been proposed in 1997 by Yoav Freund and Robert 

Shapire as a general method for generating a strong 

classifier out of a set of weak classifiers [45]. 
 

5. Case study  
In this section, we run our methodology with a real 

data from a CB bank1. This data was obtained from 

a large Brazilian bank and used in [46] and [47]. 

This dataset includes registers within four months' 

time window. One applies the following rule for 

classifying an authorization: a transaction is 

considered fraudulent if, in the next 2 months after 

the date of the transaction, which is called the 

performance period, either the client queried the 

transaction, or the bank distrusts it as a legitimate 

transaction and confirms it does not belong to the 

client; otherwise, the transaction is tagged as 

legitimate. When an authorization is tagged as 

fraudulent5, the bank has almost 100% of certainty 

about this claim, but when the transaction is tagged 
legitimate, but it can only be sure that the 

transaction was still not identified as fraudulent in 

the performance window. However, according to 

the bank, at least 80% of the occurred frauds are 

identified as fraudulent in a 2-month period [47]. 
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5.1. Dataset  
The sampling of transactions is done in two steps: 

first, one randomly samples card numbers to be 

analyzed in this period; secondly, there is a 

weighted random sampling of the classes where 

10% of legitimate transactions and all fraudulent 

transactions are used. At the end, the database that 

has been received from the bank contains 41647 

registers, from which 3.74% are fraudulent. 

Next, statistical analysis has been applied to 

remove the variables that are considered 

unimportant for the modeling (ex: card number). 

From 33 variables in the beginning, 17 independent 

variables and one dependent variable (flag fraud) 

have been selected after this phase. Finally, all 

variables but Merchant Category Code (MCC) are 

categorized in at most 10 groups (see Table 1). 

Table 1. Number of categories for each variable. 

name # of categ. Att. type 

Mcc 33 Nominal 

mcc_previous 33 nominal 

zip_code 10 nominal 

zip_code_previous 10 nominal 

value_trans 10 ordinal 

value_trans_previous 10 Ordinal 

pos_entry_mode 10 nominal 

credit_limit 10 ordinal 

brand 6 nominal 

variant 6 nominal 

Score 10 Ordinal 

type_person 2 nominal 

type_of_trans 2 nominal 

# of statements 4 ordinal 

speed 8 ordinal 

diff_score 6 Ordinal 

credit_line 9 ordinal 

flag_fraud (class) 2 nominal 

 

At the next step, 10 splits are generated from the 

databases. Each split contains a pair of datasets: 

70% of transactions for development (training set), 

and 30% of transactions for testing. Table 2 shows 

that these splits have about the same number of 

frauds and legitimate transactions. We use these 

splits because the results of this paper can be 

comparable with the previous ones [46-47].  

 If we denote fp  and fn as the number of false 

positives (false frauds) and false negatives, the 

misclassification cost of a classifier is defined by 

(3). 

(10 )
Misclassification cost

fn fp

N

 
  (3) 

 

5.2. Feature selection 

Using the first split of table 2, two different 

methods are applied to do feature selection; the chi 

statistic and GA. In the 
2   method, the chi-

square test provides a method for testing the 

association between the row and column variables 

in a two-way table. 

Table 2. Number of fraud and legitimates in each split. 

 

The null hypothesis 0H  assumes that there is no 

association between the variables (in other words, 

one variable does not vary according to the other 

variable), while the alternative hypothesis aH   

claims that some association does exist. The 

alternative hypothesis does not specify the type of 

association, so a close attention to the data is 

required to interpret the information provided by 

the test. A high value of 
2   indicates that the 

hypothesis of independence, which implies that 

expected and observed counts are similar, is 

incorrect. In this work, three unimportant features 

are selected after using the chi-square test at a 95% 

confidence level, features 12, 13, and 17.  

The next feature selection method that is used in 

this phase is GA. The misclassification cost of a 

cost-sensitive CART is considered as the fitness of 

each chromosome. A generation of 50 

chromosomes is repeated 30 times and the 6th 

feature is selected as the unimportant one.  

At the next step, 50 random datasets are generated 

from the first dataset of table 1. The results of these 

two methods are applied to these datasets and the 

average misclassification cost has been obtained 

2234 and 2158, respectively, for chi-square and 

GA. Thus, the result of the GA algorithm will be 

applied to other datasets (Section 5-3), since this 

method has a minor misclassification cost. 
 

5.3. Different pre-processing strategies 
In [48], the authors have added three new features 

to the dataset based on the clustering results, and 

Training set Testing set 
Splits 

Frauds Legitimates Frauds Legitimates 
1084 27904 475 12184 1 

1084 27904 475 12184 2 

1092 28012 467 12076 3 

1088 28061 471 12027 4 
1075 28145 484 11943 5 

1081 28045 478 12043 6 

1116 27973 443 12115 7 
1099 28113 460 11975 8 

1106 27884 453 12204 9 

1100 28188 459 11960 10 
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have shown that adding newly constructed features 

can improve the performance of DT and SVM 

significantly.  

In this step, four pre-processing scenarios are 

constructed: 

Strategy 1: the original dataset is used for the 

modeling ( 1S ). 

Strategy 2: the result of k-means clustering method 

is added to the original dataset ( 2S ). 

Strategy 3: the result of the feature selection phase 

is applied to the original dataset (the 6th feature will 

be removed) ( 3S ). 

Strategy 4: the results of both the k-means and the 

feature selection phase are applied to the original 

dataset ( 4S ). 

At the next step, different datasets are built from 

the original datasets of table 2 using upper different 

strategies, and the average of all strategies is 

compared pair-wisely. 
 

5.4. Optimal resampling strategy 

This work adopts the D-optimal design with a 

quadratic model to design an experiment that is 

used to obtain an appropriate resampling strategy. 

The D-optimal design is generated using the 

Design-Expert 8.0.7.1 computer software, in which 

a 20 run design is generated, including five 

replications at the center. The response variable is 

the misclassification cost of a cost-sensitive 

CART. 

Using the first dataset of table 2, the factors of 

interest range from 1 to 26 ( r  = [27904/1084]). 
A D-optimal design with 20 combinations is 

generated using Design-Expert 8.0.7.1, as shown in 

table 3. 

Next, the misclassification costs are calculated, as 

shown in the last column of table 3. 

Table 4 summarizes the results of the lack-of-fit 

test of the fitted models with 2R  and 
2Adj R . In 

table 4, boldface represents the results of the 

selected quadratic model. The values of 2R  and 
2Adj R  for the quadratic model are 81.6% and 

75.07%, respectively.  

By utilizing the response surface model (as shown 

in Figure 2), the optimal factor-level combination 

of factor A and factor B is determined as (A, B) = 

(23.15, 19.72). Notably, the number of sampling 

instances is (the level of factor) * (the total number 

of the minority class in dataset). 

 

5.5. Cost sensitive modeling 
In this research, we have used of cost sensitive C4.5 

decision tree as the base learner of Adaboost for the 

modeling. The robust parameters of [47] have used 

as the input parameters of all models. In this paper, 

we have used two different cost matrices, one for 

the training phase and the other for the testing 

phase. The cost matrix that is used for the testing 

phase is equal to 𝐶, where 𝐶 = [
0 1
10 0

] (as we 

explained in Section 5.1). The cost matrix that is 

used for the training phase considers more costs for 

false-negative predictions, and is considered as 

𝐶ʹ = [
0 1

17.5 0
] after examining different cost-

values. At the following step, the cost sensitive 

C.45 tree is used as the base learner of Adaboost 

algorithm with 10 replications using the weka 

3.7.10 computer software. 

Table 3. Experiments and results for the dataset. 

Run Factor (1) Factor (2) Misclassification cost 

1 5/13  5/13  1827 

2 5/13  1 3961 

3 1 26 2223 

4 1 26 2536 

5 26 26 1509 

6 26 26 1800 

7 26 1 3347 

8 26 1 3054 

9 5/13  26 2008 

10 5/13  26 1686 

11 25/7  75/19  1733 

12 75/19  75/19  2143 

13 1 33/9  2644 

14 26 33/9  2246 

15 1 1 3269 

16 1 1 3984 

17 1 67/17  2242 

18 26 67/17  1869 

19 25/7  25/7  1821 

20 75/19  25/7  2011 

Table 4. lack of fit tests and model summary statistics. 

Source df 

p-value 

Prob > 

F 

R2 Adj-R2 
Predicted 

 R2 

Linear 12 085/0  6035/0  5568/0  4698/0  

2FI 11 074/0  6066/0  5328/0  4103/0  

Quadratic 9 0/249 0/8163 0/7507 0/6368 

Cubic 5 3144/0  8926/0  7960/0  3904/0  

 

The results of applying the four strategies of 

Section 5.3 to the 9 data splits of table 1, with and 

without the resampling method (Section 5.4) are 

shown in table 5. 
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Figure 2. Response surface of dataset. 

 

Table 5. Results of proposed methodology (cost-sensitive 

learning). 
With resampling Without resampling  

Standard 

deviation 
Average 

cost 
Standard 

deviation 
Average 

cost 
Strategy 

1.60 1825 0.89 2029 S1 

1.44 1839 1.60 2029 S2 

0.86 1743 0.96 2005 S3 

1.28 1767 1.12 1949 S4 

1.29 1794 1.15 2003 average 
 

Table 5 shows that using the resampling method 

clearly reduces the average cost of each strategy. If 

we use simple c4.5 tree as the base learner of 

Adaboost algorithm, the result will be as table 6. 

Table 6. Results of proposed methodology (without cost 

sensitive learning). 
With resampling Without resampling  

Standard 

deviation 
Average 

cost 
Standard 

deviation 
Average 

cost 
Strategy 

1.36 1992 0.91 2179 S1 
1.09 1955 1.25 2179 S2 

0.92 1974 1.37 2150 S3 

1.02 1966 1.11 2137 S4 
1.10 1972 1.16 2161 average 

The average sensitivity and accuracy rate of all 

different strategies are shown in tables 7 and 8. 

Table 7. Results of proposed methodology (cost-sensitive 

learning). 
With resampling Without resampling  

Sensitivity Accuracy Sensitivity Accuracy Strategy 

0.639 0.963 0.577 0.974 S1 

0.641 0.963 0.596 0.976 S2 

0.675 0.965 0.589 0.975 S3 

0.678 0.961 0.594 0.975 S4 

0.656 0.962 0.589 0.975 average 

 

Table 8. Results of proposed methodology (without cost 

sensitive learning). 
With resampling Without resampling  

Sensitivity Accuracy Sensitivity Accuracy Strategy 

0.599 0.970 0.536 0.976 S1 

0.601 0.971 0.530 0.976 S2 
0.607 0.971 0.552 0.977 S3 

0.608 0.970 0.553 0.976 S4 

0.604 0.97 0.542 0.976 average 
 

Using pairwise t-test, all strategies of tables 5 and 

6 are examined, whether these differences of 

averages are statistically significant or not. The 

following results are obtained after using a 95% 

confidence level: 

1) Using the resampling method significantly 

reduces the misclassification cost of all strategies 

(in cost-sensitive and without cost-sensitive 

learning) ( p-value 0.002 ). 

2) Using cost-sensitive learning reduces the 

misclassification cost of all strategies, and this 

reduction is statistically significant (

p-value 0.007 ). 

3) The result of cost-sensitive learning and 

resampling did not differ significantly. 

4) In cost-sensitive learning, applying the result of 

feature selection phase significantly improves the 

misclassification cost ( p-value 0.032 ). 

5) Using hybrid method averagely reduces the 

misclassification cost by 12.69% and 14.27%, 

comparing with resampling and cost-sensitive 

learning methods, respectively ( p-value 0.00 ). 

6) Adding the result of k-means clustering to the 

dataset does not have a significant effect on the 

misclassification cost. 

7) Using of matrix 𝐶ʹ instead of 𝐶 in the training 

phase significantly reduces the misclassification 

cost by averagely 4% (at 94% confidence level, 

p-value 0.060 ). 

Considering the third strategy of table 5 as the best 

result, steps of the proposed method of this work 

are suggested in figure 3. 

In order to compare the results of this work with 

the previous ones, different algorithms of Gadi et 

al. (2008a) and Gadi et al. (2008b) are run 10 times 

by the weka 3.7.10 software. The results obtained 

show that applying the proposed method 

significantly improves the misclassification cost of 

the compared classifiers ( p-value=0.00 ). Detailed 

results for C4.5 Decision Tree (DT), Artificial 

Immune System (AIS), Bayesian Networks (BN), 

Neural Networks (NN), and Naïve Bayse (NB) 

algorithms are shown in table 9. All of these 

Design-Expert® Software

R1
Design Points
3984

1509

X1 = A: A
X2 = B: B

1.00 7.25 13.50 19.75 26.00

1.00

7.25

13.50

19.75

26.00

R1

A: A

B
: B

1941.34

2276.95

2612.57

2948.19

3283.81
3283.81

22 22

22

22

22

Prediction 1605.63
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methods used the misclassification cost metric of 

equation 3. The accuracy of the proposed method 

is equal to 96.59%. accuracies of DT, BN, and NB 

are respectively, equal to 93%, 94.3%, and 87.6% 

with sensitivities equal to 67%, 61%, and 67%. 
 

Figure 3.  Pseudocode of proposed method. 

Table 9. Comparison of the results. 

 

6. Conclusion 

In this work, we made use of data mining and 

statistical tools in order to solve the problem of 

credit card fraud detection. The problem with a 

fraud data set is the skewed distribution of the 

classes that makes the learning algorithms 

ineffective, especially in predicting the minority 

class. Such datasets are called imbalanced datasets. 

Different algorithms have been proposed to solve 

the imbalanced learning problem, which falls 

largely into two major categories. The first one is 

data sampling and the second one is the algorithmic 

modification. 

In this work, we used a hybrid approach that makes 

use of both categories. Our proposed process 

consists of three major phases: feature selection, 

resampling, and cost sensitive classification. 

Appropriate tools were employed commensurate to 

each phase. In the feature selection phase, two 

different methods were evaluated, chi-square and 

genetic algorithm. In the second phase, we used 

design of experiments and response surface 

analysis to determine the optimal resampling 

strategy. Finally, cost sensitive C4.5 tree was used 

as the base learner of Adaboost algorithm. 

A large Brazilian banks’ data was used as our case 

study to evaluate the proposed methodology. The 

performance of all classifiers was evaluated based 

on the misclassification cost metric. In order to 

examine the effectiveness of each proposed phase, 

different strategies were defined. The research 

findings showed that the proposed process had a 

high performance, and the resulting outcomes 

significantly reduced the misclassification cost 

compared with NN, DT, AIS, NB, and BN, by at 

least 14.62%. The accuracy and sensitivity of our 

proposed method were 96.59% and 67.52%, 

respectively. This shows that our hybrid proposed 

method has a good performance to detect fraud 

transactions compared with other data mining 

algorithms. Our proposed method works well 

because this method has incorporated both the data 

and algorithmic level approaches to deal with a 

high imbalanced dataset. If someone has access to 

other credit card datasets, it is recommended to 

compare this method with other proposed methods 

and report the results. 
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