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Abstract 

In this paper we address the problem of automatic arrangement of cameras in a 3D system in order to enhance 

the performance of depth acquisition procedure. Lacking ground truth or a priori information, a measure of 

uncertainty is required to assess the quality of reconstruction. The mathematical model of iso-disparity surfaces 

provides an efficient way to estimate the depth estimation uncertainty which is believed to be related to the 

baseline length, focal length, panning angle, and pixel resolution in a stereo-vision system. Accordingly, we 

first present analytical relations for a fast estimation of the embedded uncertainty in depth acquisition and then 

these relations, along with the 3D sampling arrangement are employed to define a cost function. The optimal 

camera arrangement will be determined by minimizing the cost function with respect to the system parameters 

and the required constraints. Finally, the proposed algorithm is implemented on some 3D models. The 

simulation results demonstrate a significant improvement (up to 35%) in depth uncertainty in the achieved 

depth maps compared with the traditional rectified camera setup. 

 

Keywords: Computer Vision, Correspondence Field, Camera Arrangement, Depth Estimation, Iso-disparity, 

Uncertainty. 

1. Introduction 

Nowadays, a 3D reconstruction system is an 

inseparable part of most ongoing computer vision, 

modeling and robotic systems. 

A 3D system design typically involves a range of 

performance trade-offs. Depending on the 

application, different system parameters and 

camera setups may be required. In such systems the 

depth calculation is always associated with a 

certain level of uncertainty. This uncertainty 

mainly arises from two sources, correspondence 

matching error and camera arrangement [1]. Most 

research works have focused on the former case, 

where recovering the best possible reconstruction 

from a given input data is of primary concern while 

the latter case has not been considered as it 

deserves, despite its importance. In many cases, 

there is the possibility of steering the acquisition 

process. In vision metrology, for example, where 

often images of objects are captured by a camera 

on a robotic arm, the goal is to measure the 3D 

coordinates of a scene or object as accurately as 

possible using visual information. Given 

constraints on physical placement of the cameras, 

selecting a good set of parameters to achieve well-

conditioned triangulation, is an optimization 

problem, regarding camera arrangement. 

Changing the camera arrangement, can 

dramatically change the mapping between the 

disparity space and the 3D space. As a 

consequence, the spread uncertainty will not 

remain constant across the scene. Thus arranging 

cameras in an appropriate manner in a 3D system 

can strongly affect the system performance. 

In practice, the automatic optimization of camera 

configuration is inherently a quite difficult problem 

because of the very multi-modal and non-convex 

behavior of the cost function. Therefore, the 

process of setting up cameras is usually preferred 

to be done manually. 

In this paper, we will address the automatic camera 

arrangement problem to increase the 3D 

reconstruction quality using the iso-disparity 
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relations [2]. The mathematical model of the iso-

disparity surfaces can be used to analyze the space 

sampling behavior of pairs of cameras in 3D space 

in order to reliably control the system parameters 

with respect to the required constraints and target 

properties. We exploit this capability to derive an 

analytical relation to calculate depth uncertainty as 

well as variation in disparity value anywhere in 

field of view (FoV) for a general camera setup. A 

combination of uncertainty and disparity variation 

will be used to define a cost function. By 

minimizing the cost function with respect to the 

system parameters, the appropriate camera 

arrangement will be extracted.In this work, we only 

consider the geometric aspects of the problem, and 

do not account for the availability of texture or 

object occlusion, which are, of course, issues in a 

real system.In the sequel, Section 2 presents some 

related works that address the camera arrangement 

problem. A brief introduction to iso-disparity 

surfaces and other related concepts are presented in 

Section 3. Proposed algorithm for camera 

arrangement will be described in Section 4. The 

algorithm performance is evaluated by applying it 

to some 3D test models in Section 5. Finally, 

Section 6 is conclusion. 

 

2. Related works 

In many applications such as SLAM (simultaneous 

localization and mapping), robotics, and vision 

metrology, the success of algorithms depends 

strongly upon the input images, which makes 

viewpoint planning important. Accordingly, 

selecting the appropriate camera parameters to 

achieve a desired accuracy has been the subject of 

a group of research works in the field of computer 

vision field. 

The early works on camera arrangement mostly 

tried to change the baseline length to manage 

uncertainty values [3, 4]. This idea arises from the 

well-known fact that the depth estimation accuracy 

is inversely proportional to the baseline length. 

However, in practice this procedure is restricted to 

implementation and performance. Increasing the 

baseline introduces two detrimental effects. First, it 

increases the stereo-minimum range, limiting the 

closest objects that can be seen simultaneously by 

two cameras. Secondly, it makes the matching 

process harder due to introducing the occlusion. 

To overcome these detrimental effects, it is 

suggested to consider the other camera parameters 

such as focal length and orientation. Changing 

these parameters alters the topology of captured 3D 

sampling space. Modeling and estimating the 

behavior of the sampling space with respect to 

camera setup variations has been addressed in 

some of the recent research works. In [5], a scene 

has been captured by a number of cameras, and the 

goal is to create a uniform space sampling with 

uniformly distribution of the corresponding point 

along the scene.  

To tackle the camera arrangement problem, Safaei 

et al. [5], have introduced the concept of 

correspondence field (CF) as a set of points 

associated with intersection of rays on an epipolar 

plane, which shows the location of all 3D points on 

the epipolar plane that can be sampled by the 3D 

system. They used CF to set the system parameters 

to achieve the desired sample density in a scene. 

More sample density at a region of space means 

less uncertainty in 3D reconstruction. 

Before [5], the spatial topology of samples in the 

FoV of cameras had been studied by Pollefeys and 

Sinha [10]. They had demonstrated that the 

samples in the CF with the same disparity were 

observed as a family of iso-disparity conics on an 

epipolar plane. They discussed the effect of these 

conics on the performance of a general stereo-

system to provide the most optimal configuration 

for an active stereo-head with the capability of 

panning and zooming. According to [10], as the 

iso-disparity contours more closely follow the 

expected object surface, the object surface will fit 

within a smaller disparity range and less disparities 

have to be searched. Consequently, the quality and 

efficiency of the matching results will be improved. 

The arrangement of samples with the same 

disparity is called 2-surfaces as in [1], which 

indeed is the other name for iso-disparity surfaces. 

The authors in [1] have tried to maximize the sum 

of 2-surface density and alignment between CF and 

the directions of object surfaces in the scene. To 

implement this, the 2-surface gradient field is 

derived. An objective function is defined 

accordingly to optimize the arrangement for depth 

estimation. 

Both [10] and [1] verify that camera setup in a 3D 

system has a significant impact on the quality of 3D 

reconstruction. They investigated this case using 

similar concepts as iso-disparity surfaces or 2-

surfaces that is the representative of 3D sample 

arrangement. 

In both [5] and [10], a 2D profile of iso-disparity 

layers on an epipolar plane has been considered. In 

[2], the exact general relations of 3D form of iso-

disparity layers with respect to camera parameters 

have been extracted in a compact matrix form. It 

has been demonstrated that the iso-disparity layers 

appear in the form of a set of cylindrical quadric 

surfaces. The distance between the iso-disparity 

layers specifies the maximum achievable depth 

resolution in a 3D system. Increasing the distance 
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between these layers leads to an increase in the 

uncertainty of depth estimation, and consequently, 

a reduction in the localization accuracy. According 

to this, in [2], these distances have been calculated 

using iso-disparity relations to estimate the amount 

of embedded uncertainty of estimated depth at each 

3D point. 

Authors in [6] have constructed an active stereo-

vision system comprising two identical sensor 

cameras mounted on a specific frame allowing 

different pan configurations and baseline 

variations. They proposed to actively vary the 

parameters of a stereo-vision system, i.e. distance 

between the two cameras and vision angles to 

improve the output quality. However, they did not 

introduce any effective measure on setting up the 

cameras to achieve this goal. 

In [7], an optimization of a camera placement is 

presented to improve the localization accuracy. 

This goal is achieved by calculation of the 

localization at one specific point. With the 

assumption of Gaussian distribution for pixel 

quantization error, the authors have tried to 

estimate the localization error in the 3D space. The 

best position means where it maximizes the 

expected value of the accuracy. In this case the 

orientation is defined such that the observed point 

is mapped onto the center of the image. 

Similarly, [8] works on placement of stereo-

cameras in space to reduce the reconstruction error 

and improve the spatial resolution of the final 3D 

output. Authors have proposed an optimization 

framework using an error-based objective function 

under some given constraints. They generated an 

initial solution to the optimization problem using 

Genetic Algorithms, and then refined it using the 

Gradient Descent algorithm. The error-based 

objective function is defined based on minimizing 

the stereo-localization error, obtained from the 

stereo-localization geometry and maximizing the 

pixel resolution for each one of the stereo-cameras. 

In [9], another approach has been reported, and the 

visibility is in the center of attention. The relation 

between the reconstruction quality and the camera 

arrangement has been analyzed, and a new camera 

positioning strategy based on the properties of the 

synthetic object surface has been proposed. They 

segmented the object into different parts and 

modeled them as simple shapes and considered 

their visibilities separately. They divided the object 

surface into two groups: 1- regions whose 

curvatures are modeled as sinusoidal functions, and 

2- regions that can be modeled as flat planes. A 

binary tree decision algorithm with the candidate 

viewing direction is used to select the best 

candidates to achieve the best visibility. 

Since the iso-disparity model suitably unlocks the 

potential of sample alteration in the entire or some 

selected sub-region in a 3D scene, this paper 

exploits it in order to setup an algorithm for 

selecting an appropriate camera arrangement to 

reduce disparity map errors as well as propose a 

quite fast and accurate uncertainty estimation 

algorithm in a general camera configuration. 
 

3. Iso-disparity layers 

The ideas introduced in [5] and [10] as CF and iso-

disparity to model sampling space of 3D systems 

are very similar. This idea has been matured in [2] 

by extracting exact relations of iso-disparity layers 

with respect to the system parameters. 

In [2], it has been demonstrated that, in their 

general 3D form, the iso-disparity layers are a set 

of quadric surfaces. Depending on the camera 

configuration, these surfaces will be elliptic, 

hyperbolic or parabolic cylinders while the axis of 

these cylinders are always parallel to the y axis. 

The rectified setup is a degenerated case where the 

quadric surfaces turn to fronto-parallel planes. In 

[2], for the first time, the exact relation of these 

surfaces with respect to the intrinsic and extrinsic 

camera parameters are extracted as the following 

equations: 

3 4 1

5 24

2 01

0

0 0 0 0

0

0

a a a

a aa

a aa

 
 
 
 
 
 

Q  
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where the coefficients 𝑎0 to 𝑎5 are defined as what 

follow. 
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3 1 2 1 2( ) ( ) ( ) ( )a tan tan tan tan        (5) 

4 1 2( ( ) ( ))a tan tan      (6) 

5 1 2( ) ( )a tan tan      (7) 

In these relations, 
rd

f
   , where r  is the pixel 

width; f  is focal length; 1  and 2  are the 

panning angles of the first and second cameras 

respectively; the camera centers are located, 

respectively, at  1 1,0,0
T

cC  and  2 2 ,0,0
T

cC ; 
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and d  is the disparity in non-rectified camera 

setup, which is derived during extracting iso-

disparity relations as: 

2 2 1 1

2 2 1 1

( ) ( )

( ) ( ) ( ) ( )

x c z tan x c z tanf
d

r z x c tan z x c tan

 

 

    
  

    
 
(8) 

The detailed prove of these relations has been given 

in [2]. 

Figure 1 depicts a typical converged camera setup 

with the associated iso-disparity surfaces and their 

corresponding iso-disparity conics on the xz -

epipolar plane. 

 

 

Figure 1. Iso-disparity surfaces for a typical converged 

camera setup [2]. 

 

Because of the independency of iso-disparity 

surfaces with respect to the 𝑦 coordinate, it is 

possible to shrink the computational dimension 

from 3𝐷 to 2𝐷.  

In this context, it is appropriate to take a 2D profile 

of iso-disparity layers into account as an 

intersection of iso-disparity surfaces with mid-

epipolar plane including the principal axes of 

cameras. Therefore, the iso-disparity layers turn to 

a set of conics on the 𝑥𝑧-epipolar plane with the 

following general equation: 

2 2

5 4 3 2 1 0( , ) 0f z x a z a zx a x a z a x a        
(9) 

The coefficients 0a  to 5a  are as defined in relations 

2 to 7. 
 

4. Camera arrangement  

As the scene visibility can be changed dramatically 

with viewpoint, most modern multi-view 

algorithms look for an appropriate method to 

specify the best views to achieve the best 3D 

reconstruction accuracy and completeness. In most 

cases, the camera arrangement is done manually 

based on the operator’s experiences. To automate 

this task one can define an optimization problem 

under given constraints. Unfortunately, different 

camera configurations may result in similar 

reconstruction errors. This arises from the very 

multi-modal and non-convex nature of cost 

function defined in this problem. Consequently, the 

selection of an appropriate criterion to determine 

the parameter values, is the vital key in any 

automatic camera arrangement algorithm. 
 

4.1. 3D sampling 

Varying the cameras’ parameters and their relative 

pose with respect to each other will change the 

sampling behavior of 3D system, and 

consequently, the form of iso-disparity layers. In 

[1] and [10] it has been proved that the more 

closely the iso-disparity layers follow the object 

surface, there is less variation in disparity, and 

consequently, a significant reduction in depth-

levelling errors. In contrast, when the iso-disparity 

layers are perpendicular to the normal of the 

object’s surface, there will be a significant depth 

variations and high uncertainty values. 

These effects are depicted in Figure 2.  
 

 
(a) 

  
(b) (c) 

Figure 2. (a) Captured scene by a rectified camera 

setup [11] (b) Associated disparity map (c) Intersection 

of iso-disparity layers with object surface. 

 

Figure 2(a) shows the scene that is captured by a 

rectified camera setup and its associated disparity 

map in Figure 2(b) [11]. In a rectified setup, the iso-

disparity layers are fronto-parallel planes. The 

intersection of these planes with object surfaces is 

a set of curves that are depicted in Figure 2(c). It 

can be observed that the larger the difference 

between the normal vectors, the less is the distance 

between the curves. In such regions, a small error 

in point-matching easily causes to shift from one 

depth layer to the next layer, and hence, increasing 

error in calculating disparity map. Where the 

normal vector of object surface is not compliant 

with the iso-disparity layer normal vector, there is 

an occlusion between the object surface depth 

levels as well. It means the less part of object 
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surface is visible which results incompleteness of 

the reconstructed model.  

Figure 3 demonstrates the effects of changing the 

CF parameters on the disparity map. Figure 3(a) 

shows a chess scene, while Figures 3(b) and 3(c) 

show the associated disparity maps estimated in a 

parallel stereo-arrangement and non-rectified 

camera arrangement respectively. 
 

 
(a) 

  
(b) (c) 

Figure 3. (a)A chess scene (b) Associated disparity map 

for rectified setup (c) Calculated disparity map for 

non-rectified setup [1]. 

 

Figure 3 emphasizes again the direct effect of 

selecting the proper camera arrangement on the 

quality of the reconstruction result. 

Ideally, the best arrangement occurs when an iso-

disparity layer follows completely the object 

surface. Of course in practice, it is unlikely to 

happen that all object surface points lie on a single 

iso-disparity layer. However, it is possible to look 

for an arrangement in which the surface points are 

confined within a minimum number of disparity 

layers. Based on these facts, a promising approach 

for camera arrangement is to sample 3D points of 

object in the scene in such a way that disparity 

variations become as small as possible and 3D 

points fall in the smallest disparity layer set. 

Thereupon, it is likely to minimize the error of 

depth estimation and the area of occlusion. 

To achieve this goal, Equation (8) establishes a 

relation between 3D points on the object surface 

and their disparity value.  

 

Let d  be a set of all disparity values associated 

with the scene 3D points. The objective is to select 

the parameter vector p  to minimize the variance 

of d . 

Accordingly, a cost function is defined as follows: 

    
2

1

1
min , ,

N

i i i

i

d z x
N




 V
p
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(10) 

      subject to LB UB p  

 
 

Where  , ,i i id z x p  is the disparity value associated 

with the 𝑖th 3D point that is calculated as: 
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(11) 

And 

 
1

1
, ,

N

i i i

i

d z x
N




  p  
(12) 

while LB  and UB  are given the lower and upper 

bounds of parameter vector  1 2 1 2, , , , ,
T

f c c r p

, and N  is the total number of triangulated points 

in 3D space. 
 

4.2. Estimation of uncertainty  
The accuracy of reconstruction is a major concern 

in all 3D systems. As mentioned in Section 3, 

theoretically, given two images, captured from 

different vantage points, and information on 

intrinsic and extrinsic parameters of cameras, it is 

possible to determine the exact location of each 

point in 3D space. However, in practice, the depth 

spatial quantization uncertainty, caused by a 

discrete sensor, results in uncertainty in the 

localization process that grows quadratically 

proportional to the distance from the camera 

baseline. This puts restriction on accuracy of the 

system at each point of the scene. 

When the ground truth is not available, the 

uncertainty of estimation is the only gauge for 

quality assessment of a reconstruction. 

It has been mentioned in [1] that the embedded 

uncertainty in localization of points in 3D arises 

from two major sources: correspondence matching 

error and camera arrangement. Usually, the 

correspondence matching algorithm is fixed but 

camera position and orientation is adjustable with 

some degree of freedom.  

Traditionally, the accuracy of 3D systems is 

estimated by measuring the error of depth, zò , as: 

z d
d





T
ò ò  

(13) 

where T  is the triangulation function and dò  is the 

error of disparity [1]. Since d  is estimated by a 
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correspondence matching algorithm, the error 
dò  

stems from the matching process. On the other 

hand 
d





T
 is related to the camera configuration on 

the scene and its parameters. 

In non-rectified setups, because of the lack of 

consensus about definition of disparity, there is no 

straightforward relation for depth uncertainty. In 

[12] and [13], the authors have suggested the 

intersection volume of cones or pyramids 

corresponding to each pixel from two images as a 

measure of uncertainty. In [2] and [1], the distance 

between the iso-disparity layers has been proposed 

as a measure of this uncertainty in depth 

estimation. In all the above-mentioned works, 

geometrical methods are exploited to estimate the 

amount of uncertainty. 

However, using relation (8) in [2] it is possible to 

extract a close form, analytical relation for fast and 

straightforward estimation of depth uncertainty. 

As demonstrated in [2], in a general case, each 

point  , ,
T

x y zM  in 3D space, is assigned to a 

discrete iso-disparity layer in CF whose disparity 

value can be calculated as: 

 
 

   

 

   

2 21

2 2

1 1

1 1

 tan
, , (

tan

 tan
)

tan

x c zf
d z x

r z x c

x c z

z x c










 

 
 

 


 

pT

 
(14) 

Iso-disparity layers are a set of quadratic equations 

and as a function are not invertible in their whole 

domain. However, in a stereo-system, it is possible 

to define a partial inverse on the FoV as the area of 

interest. 

One way to calculate the uncertainty according to 

relation (13) is to calculate the inverse of 𝒹 and 

then differentiating it, which results in a rather 

complex expression. However, a more convenient 

way is to follow the rule of differentiating inverse 

of a function.  

Let  f x  be an invertible function, with  1f x  as 

its inverse. If  f x  is differentiable on an interval 

I , then  1f x  is also differentiable if   0f x   

for any x I  as: 

   
  

'
1

1

1

'
f x

f f x




  (15) 

This relation also holds for multivariate functions 

where the Jacobian of the inverse function is 

simply the reciprocal of the Jacobian of the 

function [14]. Accordingly, it is easy to show that 

the magnitude of localization uncertainty at point 

 , ,
T

x y zM  in a general camera setup can be 

calculated as: 

 
   

1

, ,
, , ,

d z x d z x
x y z

z x
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(16) 

where  

      

    

    

    

2

2 2

2

2 2

2
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2

1 1

1 tan,
(
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1 tan
)

tan

x cd z x f

z r z x c
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(17) 

and 

    

    

  

    

2

2

2
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2

1

2

1 1

1 tan,
(

tan

1 tan
)

tan

zd z x f

x r z x c

z
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(18) 

 

It is clear that 
 ,

0
d z x

x





. Finally the uncertainty 

at point M  can be calculated as: 

 
   

2 2

1
, ,

, ,

x y z

d z x d z x

z x



    
          

U  
(19) 

This determines the maximum achievable accuracy 

of depth estimation for a given camera 

arrangement. Figure 4 shows the uncertainty value 

for three typical configurations in FoV. The 

interesting point is that in non-rectified setup, the 

expected uncertainty at the sides of FoV is 

significantly less than that of the middle of FoV. 

In a similar way it is possible to calculate the 

sensitivity of a 3D system with respect to different 

parameters using the iso-disparity relations. 
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(a) 

  
(b) (c) 

Figure 4. The uncertainty diagram for a typical (a) converged camera setup with 𝜶𝟏 = −𝟐𝟎 and 𝜶𝟐 = 𝟐𝟎 (b) diverged 

camera setup with 𝜶𝟏 = 𝟐𝟎 and 𝜶𝟐 = −𝟐𝟎 (c) rectified camera setup. 

 

4.3. Optimization algorithm 

Here we consider the problem of finding the 

position and orientation of cameras between two 

predetermined locations such that the 

reconstruction accuracy of the observed geometry 

is maximized while the best alignment occurs 

between the iso-disparity layers and the object 

surface in the scene. To do this we further assume 

the followings: 

 The algorithm is stated with initially 

rectified cameras. 

 An initial estimate of the camera 

parameters is available. 

 We only consider the geometric aspects of 

the problem and do not account for 

availability of texture or other issues 

related to the matching algorithm. 

This is a nonlinear, multi-objective, multivariate, 

constrained optimization problem. Sequential 

Quadratic Programming (SQP) is a successful 

iterative method for the constrained nonlinear 

optimization problems of the form: 
 

  min                           f x  

(20)                                         nover xR  

          0,  0.subject to h x g x   

where n:  f R R  is the objective function, the 

functions n m:  h R R  and n m:  g R R  describe 

the equality and inequality constraints. 

The set of points that satisfy the equality and 

inequality constraints are referred to as feasible 

points. 

The underlying ideas for the SQP method is to 

model the problem at a given approximate solution,
kx , by a quadratic programming sub-problem, and 

then to use the solution to this sub-problem to 

construct a better approximation, 1kx   

Nonlinear optimization problems can have multiple 

local solutions; the global solution is the local 

solution corresponding to the least value of f . 

Similar to all iterative methods, SQP is sensitive to 

the starting point, and only guarantees to find a 

local solution so we will repeat the optimization 

algorithm multiple times with different random 

start points, and the best solution will be selected. 
 

4.4. Cost function 

Minimizing the uncertainty and the disparity 

variations simultaneously, in most cases, are 

conflicting objectives that must be combined in a 

single cost function to make an efficient and fast 

optimization algorithm possible; otherwise, a 

multi-objective optimization algorithm must be 

utilized to solve the problem, which is usually 

slow. 

Because these values are from two different kind of 

quantities, it is required to normalize these values 

to achieve a meaningful combination. For this 

purpose, their value at the rectified setup is selected 

as the normalization factor. In this way, the cost 

function is defined as: 

 
   

1 1
, ,1

N N

i ii i

rect rect

C
N

 

 
  
 
 

 p M p M
p

U V

U V
 
(21) 
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where ζ 0  is a constant factor to highlight the roll 

of each factor at the envisaged application. In this 

relation, 
rectU  and rectV  are the uncertainty and 

disparity variation in the initial rectified setup 

respectively, and calculated as: 

  
N

rect rect

i 1

1
, i

N 

  p MU  U  
(22) 

 

  
N

rect rect

i 1

1
, i

N 

  p MV  V  
(23) 

Here N  is the number of triangulated points taken 

into account. 
 

4.5. Algorithm outline 

All steps are outlined in algorithm 1. 
 

Algorithm 1 Camera arrangement algorithm 

Require: Images from rectified cameras. 

Ensure: LB UB p . 

Search for reliable match points on image 

pair. 

Triangulate match points. 

Calculate rectU  and rectV . 

Set maximum number of iteration ( maxIt ). 

Set 0t  . 

while maxt It  

Set the initial parameters as  0
p . 

Run SQP algorithm. 

if        1t t
C C


p p  

 t 1

best


p p . 

end if 

1t t  . 

end while 

return Camera arrangement parameters ( bestp ). 

 
 

5. Experimental results 

In this section, the proposed algorithm is 

implemented in Matlab environment to testify the 

ability of the proposed algorithm in a two-camera 

3D system. The algorithm has been applied to 

several 3D models and the results of optimized 

setup have been compared with the initial rectified 

camera setup. 

The “Sift” function in the “Vlfeat” toolbox [15] is 

used in order to extract feature points of image pair 

in the triangulation step. In order to obtain the best 

possible answer in the optimization step, the SQP 

algorithm is applied multiple times with different 

random start points and specified constraints to 

acquire a near global extremum of the cost 

function. 

To obtain the distance between the estimated point 

cloud and the reference point cloud (ground truth), 

first two point clouds were aligned using the 

iterative closest point (ICP) algorithm. The 

alignment parameters consist of a translation, 

rotation, and uniform scale. The quality of these 

alignments was inspected manually to insure a 

correct alignment between two point clouds, and if 

necessary an initial manual transformation was 

applied to acquire the best alignment result. 

Then the Euclidean distance between each point on 

the estimated point cloud and the nearest point on 

the reference point cloud is calculated. Given these 

distances, it is possible to compute the summary 

statistics useful in comparing the accuracy of the 

reconstruction algorithms. 
 

5.1. Dataset 
Most of the available datasets are not suitable for 

evaluating our camera arrangement algorithms 

because these datasets usually provide a few fixed 

views, while we need a free-moving camera to 

capture arbitrary views based on the optimized 

parameters. Thus we selected some 3D models 

from the well-known Stanford 3D scanning 

repository [16] and a large geometric model 

archive of Georgia Institute of Technology [17].  

Importing these models in the 3DSmax software 

makes us capable of rendering appropriate views 

with the desired specifications. 

In the experiments, the first camera center is 

restricted to 20 500x mm   on the 𝑥 axis and 

-500 -20x mm   for the second camera. The 

cameras are able to pan between 30  degrees with 

a focal length of 35mm  and an image resolution of 

4096 2731  pixels. 

The algorithm is implemented on a laptop with 

Intel core i7 6700 CPU using the Matlab software. 
 

5.2. Evaluation on 3D models 

Table 1 shows the results of reconstruction after the 

optimal set up of cameras and compares it with the 

initial rectified setup. In this table the amount of 

uncertainty is considered as a gauge of 

reconstruction accuracy. This table shows a 

significant improvement in reconstruction after 

optimizing camera arrangement. Traditionally, in a 

rectified setup the uncertainty of depth estimation 

can be measured as 
2

z

z

fb
ò  [18]. It is clear that the 

accuracy is inversely proportional to the baseline 

length. Of course, in non-rectified setup this 

relation is still held but in more complex form [1], 

meaning that in order to decrease the uncertainty, 

the baseline must be increased proportionally. 
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However, results of table 1 show that this can be 

achieved without significant increase or even with 

reduction in baseline in a non-rectified system. 

This is important especially when there is a limited 

space or motion restriction for the cameras. 
 

Table 1. Comparison between rectified and optimized camera setups in changing of baseline and improvement in depth 

estimation uncertainty for five 3D models. The minus sign in the baseline change column means reduction in the baseline. 

Model 
Baseline  Optimized angle (Degree) Uncertainty 

improvement (%) Rectified (mm) Optimized (mm) Change (%) 𝜶𝟏 𝜶𝟐 

Bunny 500 480.18 -13.96 13.18 -14.92 25.01 

Blade 500 470.00 -6.00 -21.27 23.21 35.15 

Buddha 500 476.06 -4.79 16.50 -19.54 25.47 

Horse 500 481.81 -3.64 -17.53 11.37 31.48 

Dragon 500 496.90 -0.62 15.72 14.77 25.63 

 

In the baseline change column, the minus sign 

means a decrease in the baseline length, and in the 

uncertainty column the percentage of reduction of 

uncertainty is presented. 

Figure 5 shows the optimized camera arrangement 

and the associated parameters for each model 

calculated by the proposed algorithm. In this 

figure, the calculated point cloud for each model, 

the coordinate of camera centers ( 1C  and 2C ) on 

the baseline length and the camera panning angles 

(
1  and 

2 ) are displayed for the optimized setup. 

To clarify how the form of iso-disparity layers 

change regarding to the object surface, the shapes 

of iso-disparity layers after optimization are also 

depicted in this figure for each setup in the form of 

conic sections on the mid-epipolar plane. The 

accuracy improvement and baseline reduction with 

respect to the rectified setup are shown for each 

model in percentage as well. 

 

 

 
 

 

 (a) (b)  

 

  

(c) (d) (e) 

Figure 5. Optimized camera parameters and the associated iso-disparity layers for (a) the Stanford Bunny (b) the Turbine 

Blade (c) the happy Buddha, (d) The Horse and (e) the dragon. 

 

Figure 6 shows a rough reconstruction of models 

without any pre- or post-processing smoothing 

techniques, just using triangulated points, before 

and after the optimization process. In this figure, 
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the first row shows the original models. The second 

and third rows are the reconstructed results for the 

rectified and optimized camera setups, 

respectively. The improvement in quality of 

surface reconstruction is clear but for a further 

clarification, a part of the reconstructed outputs is 

magnified in the fourth and fifth rows for rectified 

and optimized setups. Because of the decrease in 

depth estimation uncertainty, due to the optimum 

resampling of the data after the optimization 

process, a smoother surface with less geometric 

noise has been achieved. 
 

 
  

  

 
  

  

 

 
  

  

 

     
 

     
(a) (b) (c) (d) (e) 

Figure 6. Columns from left to right (a) the Stanford Bunny [16] (b) the Turbine Blade [17] (c) the happy Buddha [16] (d) 

the Horse [17] and (e) The dragon [16]. The first row is the original models. The second row is the reconstruction for 

rectified setup. The third row shows reconstruction for optimized setup. The fourth and fifth rows are a magnified part of 

rows two and three, respectively, to clarify improvement in surface reconstruction for given models after camera 

arrangement optimization. 
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5.3 Time complexity analysis 

In this paper we have used SIFT as a well-known 

feature-based algorithm to extract the 

correspondence points. The time spent on the 

matching process depends on image size. Here, in 

the experiments, the CPU time spent on the 

optimization algorithm was almost negligible 

compared to that on the stereo-matching. On a 

laptop with an Intel core i7 6700HQ CPU with a 

single core enabled, it takes about 12 s, on average, 

by stereo-matching whereas the optimization 

process is finished within about 40ms for 1000 

points. 

For the prohibitive time complexity of the 

matching algorithm, using the optimization 

algorithm is completely a reasonable choice in 

comparison with the methods in which multiple 

image pairs are processed. Moreover, such 

methods introduce additional problems to the 

system like inconsistency in depth values or 

occluding boundaries. 

On the other hand, the computing cost will grow in 

matching algorithms correspondingly with the 

number and size of the images. For example as 

expressed in [4], increasing resolution by a factor 

of 2 would require 62 64  times more 

computational efforts. This is while, it is possible 

to fix the execution time of the proposed 

optimization algorithm by utilizing a down-

sampled version of point cloud to the extent that the 

original form of the model is specified to speed up 

the algorithm significantly and make it time-

independent, which is another superiority of the 

proposed algorithm over using multiple image 

pairs to reduce the depth estimation uncertainty. 
 

5.4 Comparison with [1] 

The proposed algorithm is compared with one of 

the recent works on camera arrangements in which 

a similar idea is used to optimize cameras.  

In [1] the iso-disparity surface concept (or 2-

surfaces as it is called in [1]) is used to optimize the 

arrangement of cameras in a 3D system. The idea 

behind this paper is established based on the iso-

disparity gradient field that includes both density 

and direction of iso-disparity surfaces. The 

objective function is defined as the sum of the 

magnitude of the inner product between this 

gradient and the object surface normal over a 

region of interest. 

Since the scene surface is initially unknown, an 

expectation maximization (EM) approach is 

utilized to estimate the surface and adjusts the setup 

parameters to maximize the objective function.  

1- In [1], implementation starts with a 

conventional parallel setting. 

2- Estimation of object surface given current 

arrangement, consisting of four stages.  

a. The first stage is depth estimation. 
b. The second stage is noise reduction to 

remove outliers.  
c. In the third stage, the point cloud will be 

decomposed into a number of clusters 

using a clustering technique to identify 

point groups with a sufficient density and 

an appreciable separation.  

d. The estimation of object surface normal 

at each point is done by a PCA analysis 

on a local point patch. 

3- A trust region reflective optimization method 

is utilized to solve constrained non-linear 

optimization problem. 

By comparison, steps (1) and (2.a) are common 

between [1] and the proposed algorithm. In step 

(3), the proposed method uses a SQP algorithm 

instead of a trust region reflective optimization in 

order to optimize the objective function. Both of 

these algorithms belong to the same category of 

optimization methods with a similar computational 

complexity.  

However, the differences appear in stages (2.b), 

(2.c), and (2.d). Because the estimation is done 

locally in [1], it is sensitive to outliers and a noise 

reduction is required in the (2.b) stage; but in the 

proposed algorithm the alignment is performed 

globally so if a sufficient number of samples is 

selected, the outlier’s impact will not be 

considerable. 

Stages (2.c) and (2.d) are related to the object 

surface normal estimation. These stages are not 

required in the proposed algorithm. Aside from the 

computational effort to cluster samples in stage 

(2.c), according to the complexity analysis in [1], 

the estimation of object surface normal by PCA 

algorithm is a function of the number of estimating 

points N  and the number of neighbors B  Its 

complexity is in the order of  2B NO , where N  is 

equal to the pixel number. By comparison, in the 

proposed algorithm, these processes are not 

required so the camera arrangement optimization 

step will run much faster than the work in [1], while 

the final results are meaningfully still better. 

 

6. Conclusion 

This paper addresses the problem of optimizing the 

arrangement of two cameras to improve the 

accuracy of a 3D reconstruction. The iso-disparity 

concept was exploited to establish a relation 

between the objects in the scene and the camera 

arrangement parameters. Based on these relations 

an optimization algorithm was defined to minimize 
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the disparity variation and the uncertainty in depth 

estimation. During this process a novel uncertainty 

estimation was proposed for the first time in this 

paper. The proposed algorithm was implemented 

on 3D models to verify the efficacy of the 

algorithm. The implementation results demonstrate 

up to 35% improvement in depth estimation 

uncertainty within a reasonable time, while the 

execution time of optimization step of the proposed 

algorithm is almost fix for different image sizes.  
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 چکیده:

بعای به منظکر بهبکد در عم کرد فرآینا اس خراج عمق مکرد بررسی قرار گرف ه ها در یک سرمئر س سهدر مقاله حاضرر  مئره ه دماماخ دکدرار دبربم 

گمری محاسبه تنها مرجع تصممس  بعای3برای قضابت در مکرد عم کرد ب دق. یک سمئ س  یا هرگکنه اط اعات پمشرم   در زماخ نبکد مال مرجعاسر.  

قطعم. مرتبط با پارام رهای داد ی ب دارجی دبربم  در دیئرریری ی راح ح ی مک ر را برای تخمم  عام-مال ریاضرری سررطکز ای بقطعم. اسرر.  عام

قطعم. مکجکد در محاسرربه دیئریری ی  ربیری تح م ی برای تخمم  عام-گذارد  بر ای  اسرا،  در اب اا به رمک ربابط ای بمحاسربه عمق در اد مار می

طح تری  انطباق را با سرریررکد ره ممااخ تنایری بم س ب سرریب به رمک ربابط به دسرر. آماح  یک تابع ه ینه به نحکی تعری  میرنمعمق معرفی می

ها با رممنه رردخ ای  تابع ه ینه نئب. به دماماخ بهمنه دبربم قطعم. در تخمم  عمق حاصر  یرکد  تری  مم اخ عامب در عم  حال رسیر  دایر ه 

یکد  سازی میبعای پمادح3های آیا  در نهای. الگکری س پمشنهادی بر ربی بردی از مالب با در نظرگرف   قمکد حارس به دس. می پارام رهای سرمئر س

  دها های یکئکیاح یناد ه یاح نشاخ می( در بازسازی نهایی را درمقایئه با سمئ س%33سازی بهبکدی قاب  تکجه )تا ن ایج پمادح

 قطعم.  ممااخ تنایری دیئیری ی  عام-ها  ای بمایم   تخمم  عمق  دماماخ دبربم بمنایی  :کلمات کلیدی

 


