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Abstract 

The purpose of this work is to identify the effective points in the performance of one of the important 

algorithms of data mining, namely support vector machine. The final classification decision is made based 

on the small portion of data called support vectors. Thus, existence of the atypical observations in the 

aforementioned points results in deviation from the correct decision. Therefore, the idea of Debruyne’s 

“outlier map” is employed in this work to identify the outlying points in the SVM classification problem. 

However, due to the computational reasons such as convenience and rapidity, a robust Mahalanobis distance 

based on the minimum covariance determinant estimator is utilized. This method has a good compatibility 

by the data with a low-dimensional structure.  In addition to the classification accuracy, the margin width is 

used as the criterion for the performance assessment. The larger margin is more desired due to the higher 

generalization ability.  It should be noted that by omission of the detected outliers using the suggested outlier 

map, the generalization ability and accuracy of SVM are increased. This leads to the conclusion that the 

proposed method is very efficient in identifying the outliers. The capability of recognizing the outlying and 

misclassified observations for this new version of outlier map is retained similar to the older version, which 

is tested on the simulated and real world data. 

 

Keywords: Support Vector Machine, Outlying/Misclassified Points, Robust Statistics, Mahalanobis 

Distance, Minimum Covariance Determinant Estimator. 

1. Introduction 

As a definition, an outlier is an observation that 

deviates so much from other observations as to 

arouse suspicion that it was generated by a 

different mechanism [1]. Its existence is 

dependent upon a variety of reasons such as the 

variability in measurement and the experimental 

error. Identification of this kind of observation 

will lead to gain a meaningful knowledge from the 

data[1]-[3]. 

Machine learning, as an experimental science, has 

grown over the past 50 years with the aim of 

exploring whether the machine has the ability of 

learning or not. The variety of machine learning 

methods ranging from unsupervised to supervised 

algorithms can be widely used in various fields. 

Some of the most recent works in the field of 

machine learning that can be pointed out are [4]-

[9]. Classification is one of the machine learning 

tasks in which the machine learns how to separate 

the most similar samples from the others. 

It is an important issue to identify outliers when 

dealing with the classification algorithms such as 

Support Vector Machine (SVM). 

SVM is a powerful classifier due to its high 

generalization capability, which is used in many 

applications of data mining, engineering, and 

bioinformatics [10]. Its reputation is owing to the 

high classification accuracy, easiness of 

geometrical interpretation, and very strong 

fundamental theory. Another attractive property of 

SVM is the incorporation of the kernel function.  

For a non-linearly separable problem, the kernel 

function is used to transform the data to a higher-

dimensional space.  

Consider that there are n  training samples 

     1 1 2 2, , , ,..., ,n nx y x y x y , where 
p

ix R   
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are the input vectors and  1, 1iy    are the 

class labels. The SVM objective is to find a 

separating hyperplane with the largest possible 

margin. The distance between the hyperplanes 

passing through the border points of both classes 

is known as the margin. Note that the choice of 

the hyperplane is crucial due to its generalization 

capability for classifying the future observations. 

Training SVM to obtain the optimal hyperplane 

consists of the following minimization problem:    

 
21

min
, 2 1

n
Cw iw i




 


                                   (1) 

subject to:  

   1T

i iy w x b    ,         0i  ,    1,..., ,i n   

where, i   is a slack variable that allows for 

penalized constraint violation, and C   is the 

parameter controlling the trade-off between a 

large margin and a less constrained violation. 

As previously mentioned, the optimal hyperplane 

is the one with the largest margin. Consequently, 

the greater certainty of correct classification is 

largely dependent on the margin width, which is 

equal to 
2

w
   In other words, the smaller rate of 

misclassification of the separating hyperplane 

corresponds to the larger margin ([11]-[15]).  

The output of a SVM optimization problem is 

used in the classifying function, which is given 

by:  

    Tf x sign w x b                                  (2) 

 

in which w   represents the hyperplane normal 

vector and b  is the bias term. Based on the sign 

of this function, the future observations can be 

assigned to either of the respective classes. 

However, in addition to all the benefits listed 

above, SVM suffers from the existence of 

outlying points. It should be noted that in all 

discussions on SVM, the observations of both 

classes should be independently and identically 

distributed (i.i.d.) as an arbitrary distribution. 

However, this assumption does not hold in some 

practices. Thus the non-i.i.d. observations might 

become as some boundary vectors. The presence 

of outliers in the boundary vectors leads to shift it 

from the optimal place that affects the SVM 

performance ([13], [15]-[17]), which is illustrated 

in figure 1. The observations of the "First" and 

"Second" class are respectively depicted by the 

"circle" and "plus" symbols.  As it can be seen in 

figure 1, the existence of an outlier leads to have 

the narrower margin. 

 

                           

Figure 1. Sensitivity of SVM to outliers. 

 

Thus identification of the suspected outliers 

should be carried out before training the SVM. 

Then depending on the researcher's opinion, they 

might be removed or a robust SVM can be used to 

prevent reducing the classification accuracy. The 

methods  proposed by Zhang [15], Kou [16],  

 

 

Chen [18], and Vretos [19] are some examples of 

robust SVM. Moreover, in the other  extension of 
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the SVM method such as LSSVM and OCSVM, 

the outlier detection has been done, which can 

point to the recent works such as [20]-[22], [4], 

and [5]. Furthermore,  a visual outlier detection 

tool, namely the "outlier map",  which can be used 

for the classification problem, has been proposed 

by Debruyne [23]. It has the ability to recognize 

the outliers and misclassified points. The detected 

outlying points based on the outlier map can be 

removed from the dataset in order to gain a higher 

classification accuracy. This method can be 

considered as one of the eliminative methods, 

which deals with the outlier problem. 

Note that due to the drastic effects of outliers in 

many practical problems, outlier detection 

followed by outlier removal or modification is a 

first step in the statistical analysis process. The 

detection techniques based upon the statistical 

approach have been divided into two separate 

methods, which are based either on the 

“projection pursuit” or the “distance”.  

The projection pursuit technique aims to find the 

most interesting projection of the data. Interesting 

projections are indeed the ones that deviate from 

the normal distribution. This method has been 

originally proposed by Kruskal ([24] and [25]), 

Switzer [26], and also Wright [27]. Actually, it 

can be considered as a handy tool in the 

multivariate data analysis to identify the outlying 

observations in the high-dimensional data. By 

high-dimensional data, we mean that the number 

of variables (dimension) is much larger than the 

number of observations  n p= .  

One of the most important projection pursuit 

methods is the Stahel-Donoho outlyingness 

measure, which was introduced separately by 

Stahel [28] and Donoho [29]. Note that the 

outlyingness measure can be calculated by taking 

the supremum of the univariate robust z-score via 

the projection. Simplistically, the basic idea of 

this method is to find the outlying points by 

looking at the right perspective. Since this 

criterion should be computed for all available 

directions, its computation will be highly 

intensive and tedious ([30] and [31]). 

On the other hand, the distance-based methods 

such as Mahalanobis distance for the normal 

distributed data try to identify the outliers by 

comparing the distance of the particular point to 

the data center. The outlying points are placed on 

an abnormal distance from the rest of values.  In 

the calculation of this distance, the conventional 

estimates of the location and scale are used. 

Usually the multivariate arithmetic mean and the 

sample covariance matrix can be used as the 

candidate estimators of the location and scale in 

this respect. It should be noted that for the 

multivariate normal data, this distance is 

distributed as 
2
p , where p  is the dimension of 

data. Thus the multivariate outliers are identified 

by the large Mahalanobis distance, which can be 

recognized based on the      quantile of 
2
p   as 

the chosen cut-off point [32]. However, due to the 

extreme sensitivity of the conventional estimators 

to the presence of outliers in the data, the robust 

estimators of the multivariate location vector   

and scale matrix    can be replaced [2].  

It should be noted that in the binary classification 

problem, the outlier map for the high-dimensional 

data has been employed by Debruyne  [23]; it is 

one of the common visual methods for the 

identification of outliers in the multivariate robust 

statistics ([2]-[34]).  The Stahel-Donoho 

outlyingness measure has been used in the 

computation of the outlier map. Later on, the 

outlier map using Stahel-Donoho outlyingness 

was abbreviated as SD-SVM. As previously 

mentioned, it is the projection pursuit techniques 

for the identification of outliers in high-

dimensional data. Nevertheless, sometimes the 

problem in hand has a low-dimensional structure, 

and there is no need to utilize the time-consuming 

methods that are used in high-dimensional data. 

Therefore, using a multivariate robust estimator of 

location and scatter, which is called the minimum 

covariance determinant (MCD) estimator of 

Rousseeuw [35], is preferred since it is 

computationally faster and easier than the Stahel-

Donoho outlyingness measure. 

In this work, based on the idea of Debruyne [23], 

we intend to graphically identify the outlying 

points using the MCD estimator. A brief 

explanation of this method is given in Section 3.  

The MCD-based outlier map similar to the 

previous version [23] has the capability of 

discrimination of atypical points such as outlying 

and misclassified observations from the normal 

points. The difference of our proposed method 

with the existing technique is its fast and easiness 

of application due to its distance-based structure. 

Furthermore, a theoretical criterion for the sake of 

preciseness of outlier recognition rather than a 

vague user dependent decision-based is added. In 

order to assess the performance of the proposed 
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method, the classification accuracy and the 

margin width are computed, which have not been 

reported by Debruyne [23]. 

The organization of this paper is as what follows. 

The next section contains description of the 

Robust Mahalanobis distance. Section 3 is 

devoted to the description of SVM classifier, 

which is accompanied by a robust method. A 

detailed structure of the simulated real data, and 

the experimental results are given in Section 4. 

Section 5 presents the performance assessment of 

the proposed method. Finally, we conclude the 

paper in Section 6.  

2.  Robust Mahalanobis Distance (RMD) 

One of the most popular outlier detection methods 

is the Mahalanobis distance, which takes into 

account the covariance of data. The Mahalanobis 

distance of an observation ix    with the sample 

mean x    and sample covariance S  is defined as: 

 

     1T

i i iMD x x x S x x     (3) 

In fact, it is the multivariate version of z-score, 

which is very sensitive to the presence of outliers 

[2]. However, sensitivity of the classical 

estimators of location and scale to the presence of 

outliers makes the Mahalanobis distance a non-

robust measure. Plugging variants robust 

estimation of location and scale in the 

Mahalanobis distance will lead to obtain the 

robust version of this metric.  

One of the first affine equivariant and highly 

robust estimators of multivariate location and 

scatter is the minimum covariance determinant 

(MCD) estimators of Rousseeuw [35]. The 

property of resistivity to the outlying points makes 

MCD a very handy tool in the robust statistics 

community.  

Suppose that the sample consists of n   

independent observations, where 
p

ix R   for 

1,...,i n . The MCD’s goal is to find a specific 

subset  1,...,H n  of size h  (where 
2

n
h n 

) out of n , which has the smallest covariance 

determinant. The MCD estimator of location  

1
ˆ

MCD ii H
x

h



  is the average of the 

aforementioned subset.  

Due to the non-consistency of the MCD estimator, 

the consistency factor is computed. Note that 

calculation of this factor is not enough to render 

MCD an unbiased estimator, especially for a low 

sample size so that the swamping phenomenon 

will occur. Accordingly, “small sample correction 

factor” is calculated [36]. 

Therefore, the MCD scale estimator  ˆ
MCD   is 

the covariance matrix of the subset times a factor, 

which is the multiplication of the consistency and 

finite sample correction [36]. The MCD-based 

robust Mahalanobis distance can be obtained by: 

  

     1ˆˆ ˆ .
T

i i MCD MCD i MCDRMD x x x      (4)  

The cut-off point q  ( 0.975   [34]) is the 

quantile of the chi-square distribution with p  

degrees of freedom. Observations associated with 

larger values of RMD  than this cut-off point are 

considered to be outliers. It is worth mentioning 

that the MCD estimator can be computed within a 

reasonable time period using the FAST–MCD 

algorithm of Rousseeuw [37]. 

3. MCD-based SVM classifier  

In this section, the binary SVM classification 

problem accompanied by a graphical outlier 

detection method, namely outlier map, is 

discussed. It is a known fact that the depiction of 

the data for a dimension higher than three is 

impossible, and there is no exception to this rule 

for the classification problem as well. Therefore, 

the graphical tool to overcome this limitation will 

be desirable. Firstly, for the classification 

problem, this plot has been proposed by Debruyne 

[23]. 
It is worthwhile to mention that the results of the 

outlier map exactly coincides with the SVM 

boundary line such that the recognized outliers 

and misclassified points are exactly similar in 

both plots. For instance, in the left panel of figure 

2, the recognized outliers are distinct with their 

large distance to the mass of data, which is also 

visible in the right panel of this figure. This is also 

true for the misclassified points because the 

number of misclassified points are equal in both 

plots. Our proposed method has all the benefits 

mentioned for the outlier map. However, what 

distinguishes it from the outlier map is the 

addition of a horizontal line based on the 

respective cut-off point  q . In contrast to 

Debruyne [23], our proposed method, due to the 

existence of a precise cut-off point, has the 
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advantage of identifying the real outliers. It 

prevents a distance-to-center decision-making that 

largely depends on the visual recognition. 

In order to sketch the MCD-based outlier map, the 

amount of classifying function, the measure of 

outlyingness, and the cut-off point are required.  

As mentioned in the previous sections, in our 

proposed method, a criteria for the outlier 

recognition is the MCD-based robust Mahalanobis 

distance (RMD), which is computed for all 

observations of both classes in the first step. In the 

next step, instead of omission of the non-precise 

portion of data (50%), as proposed by Debruyne 

[23], the actual outlying  part of data will be 

omitted  such that for each class, RMD  is 

calculated and the ones with the a RMD higher 

than the cut-off point  q  will be deleted. Thus 

the effect of outlying points on SVM has been 

reduced. Then this clean part is utilized for 

classification by conducting the classical SVM. 

Also note that the computation of robust SVM is 

feasible in the kernel space according to Debruyne 

[23]. The so-called SVM based on MCD is 

abbreviated as MCD–SVM. 

Let      1 1 2 2, , , ,..., ,n nx y x y x y   be the training 

data for the binary classification problem. The 

numbers of observations in the first and second 

classes are, respectively, presented by In  and IIn . 

The algorithm outline for MCD–SVM is 

described as follows:   

  • Outlier pruning: Compute RMD  for all 

the observations of each class, either the 

first or the second one. Retain the 

observations with lower amounts of 

outlyingness (based on RMD ) than q  .  

 

• Training: After the outlier pruning step, the 

classical SVM has been used to classify the 

remaining part of the data, which is 

illustrated by 1 IIT T T  . The clean 

portions of the first and second classes are 

illustrated by 1T   and  IIT  respectively. 

 

• Visual representations: Sketch the scatter 

plot of RMD  against the amount of 

classifying function ((2)). The boundary 

line perpendicular to zero is drawn. The 

horizontal line passing through the cut-off 

point is also sketched. The samples of the 

two classes have been represented by 

different symbols, where the first class is 

specified by the circles and second class by 

the plus sign. From now on, the MCD 

outlier map is shortly called MCD-OM. 

 

• Interpretation: The outlying and 

misclassified observations can be easily 

identified and recognized using the new 

version of outlier map. The      quantile of 

the 
2  distribution is the criterion for 

outlier detection such that the observation 

that falls above this line can be considered 

as the outlier. Misclassified observations 

are recognized by the different colors and 

labels with the other observations in the 

respective class.  

The algorithm of this method is shown in 

the following. 

 
Algorithm 1: Algorithm outline for MCD–SVM.  

Input: A data matrix  , ...,1

T
x x xn , labels vector

 1, 1
1

n
y

i
  


   

Output: A diagram for outliers and misclassified point recognition 

Initialize:  RMD  , q //outlyingness and quantile of the chi-

square distribution 

for 1, ...,i n  do 

 RMD i   Robust Mahalanobis distance between xi  and its class 

center 

end for 

Calculate the cut-off point 

Find the clean portion of data by q   

Train a SVM model on clean train set  

for 1, ...,i n  do 

Calculate  f xi   

Plot  f xi  versus  RMD i   

end for 

 

4. Experiment with artificial and real world 

data  

 In this section, the empirical evaluation of the 

proposed method is discussed through some 

artificial and numerical data. Due to inability to 

visualize the data with a dimensionality more than 

three  3p  , two-dimensional input space, i.e.

2

ix R , for the artificial data is considered. It is 

important to note that the new version of outlier 

map can also be plotted for any dimension, which 

makes us aware of the importance of this graph.  
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4.1. Artificial dataset 

 To verify the performance of MCD–SVM, two 

different scenarios are considered, in which for 

both classes, 50 observations are generated from 

bivariate normal distribution with  1 2,2  , 

 1, 1II      and standard deviation equals to 

one.  

Some simulation frameworks such as 

contaminated and mislabelled-contaminated have 

been carried out.   

    • Contaminated data: The outliers have been 

generated in a way that 20% of data is 

distributed as  *,I pMVN I    (where 

 * 6, 6I      and p  is the dimension of 

data), which is different from the original 

data.  

    • Mislabelled-contaminated data: It is a 

mixture of contaminated and mislabelled data 

such that the outlying points are 

simultaneously mislabelled data.  

The structure of simulation is given in table 1. 

 

 

Table 1. Different scenarios for simulation study. 

Class II Class I Tot. 

no. obs. 
Case 

Total Mean Label   Total Mean Label 

0      30 I   I   

50 Contaminated 

50 II   II   20 
*

I   I   

0      38 
I   I   

50 
Misclassified-

Contaminated 

 50 II   II   12 
*

I   II   

 

The first part of the results obtained is devoted to 

the utilization of the MCD-SVM algorithm using 

the artificial dataset. The two-dimensional graph 

of the binary SVM classification is illustrated 

with MCD-OM in figure 1–2.  

According to the left panel in figure 2, the 

simulated outliers are located further from the 

mass of dataset; they are specified by dark red 

color. These points are also recognized with 

MCD-OM. Regarding both panels in figure 2, 

there is no misclassified point in the data.  

 

 
Figure 2. Plot of SVM binary classification (left) and Mahalanobis distance based on RMCD versus classifier value for 

contaminated (right) data. Dotted line is 97.5% quantile of chi-square distribution with   degrees of freedom. 

The second scenario is depicted in figure 3. 

Similar to the first one, the mislabelled data that 

can also be considered as outliers is distinguished 

based on their distance, which is illustrated by 

dark green color. The aforementioned points are 

detected by the outlier map as well.  

Based on the simulation scheme in table 1, the 

generated mislabelled data and the detected 

misclassified observations exactly coincide.  
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Figure 3. Plot of SVM binary classification (left) and Mahalanobis distance based on RMCD versus classifier value for 

Misclassified-contaminated (right) data. Dotted line is 97.5% quantile of chi-square distribution with   degrees of freedom. 

From figure 3, it appears that MCD-OM using 

robust Mahalanobis distance has the ability to 

detect a more severe case, which contains the 

mislabelled and outlying points simultaneously. 

4.2. Real dataset 

 The performance of the suggested techniques is 

assessed through some illustrative real world 

datasets from UCI machine learning repository
1
. 

The famous Ionosphere, Diabetes, Iris (for the 

compatibility issue with the binary classification, 

two classes of these datasets are considered) and 

Sonar data have been used. 

   

• Ionosphere data: This dataset with 351 

observations and 34 real-valued predictors has 

been collected by Sigillito et al. [38]. The label is 

categorical with two levels as 'g', which 

denotes good radar returns, and 'b', which 

indicates the bad radar returns. Based on the 34 

attributes, the goal is to predict a good or bad 

return. 

• Diabetes data: This dataset is about 

measuring eight different attributes of female 

patients of Pima Indian heritage, which are at 

least 21 years old. The class labels indicate 

whether the patients have a sight of disease or not. 

 

    • Iris data: The dataset actually contains 3 

classes of 50 instances (Setosa, Versicolour, and 

Virginica), where each class refers to a type of iris 

flower. In this paper, we only consider two 

classes, whose labels are Versicolour and 

                                                      
1 

http://archive.ics.uci.edu/ml/ 

Virginica. The dataset contains measurements of 

the four variables sepal length and width and petal 

length and width.  

 

    • Sonar data: The sonar signal has been 

collected in this dataset, which contains 60 

continuous attributes. The aim is to distinguish 

between signals bounced off a rock or a metal 

cylinder.   
MCD-OM for the above-mentioned datasets using 

linear and Gaussian kernels is presented in figure 

4-7. 

The number of observations that are tagged as 

outlying points in the Ionosphere data is almost 

high, present in both panels in figure 4. 

MCD-OM using linear kernel indicates a lower 

number of misclassified observations than the 

Gaussian one. Accordingly, it is preferable to use 

the linear kernel. 

The outlying and misclassified points, which have 

almost allocated to themselves 30% of the data, 

are illustrated in both panels of figure 5. The 

detected outlier based on MCD-OM can be 

removed or eliminated. 

Figure 6 presents one interesting point placed 

very far from the data, which is shown by its high 

outlyingness. The other outliers above the cut-off 

point are almost in the same range. In this data, 

there are only two misclassified observations that 

are very near to the boundary line.  MCD-OM 

using Gaussian kernel shows six outliers and three 

misclassified outliers as well. 

Figure 7 indicates that the numbers of outlying 

points in both panels are similar but the number of 

misclassified observations in MCD-OM using the 

Gaussian kernel is higher than the linear one. 
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Consequently, the linear kernel is the desired 

kernel. 

According to MCD-OM using the Gaussian 

kernel in figure 4-7, almost a large part of the data 

is placed around zero. It is an expected 

phenomenon, as the Gaussian kernel tries to 

classify the data as much as possible. It tries to get 

closer to the data so the corresponding classifying 

function   f x  is close to zero. 

As a remarkable feature for this chart, it should be 

noted that the SVM plot cannot be plotted for the 

3p   dimensions. Thus the only method capable 

of recognizing the atypical points is MCD-OM. 

4.3. Performance assessment 

In order to check the performance of the proposed 

method, the classification accuracy and also the 

margin width are computed. As mentioned earlier, 

the hyperplane with the largest separating margin 

ensures the maximization of the generalization 

ability of SVM. Thus the separating hyperplane 

with the largest margin is desired. Here, in order 

to test whether the detected outliers by MCD-OM 

are effective observations on the generalization 

ability of SVM or not, the SVM margin as well as 

the classification accuracy are computed for the 

simulated and real data. 

Table 2 presents the accuracy of classification and 

margin width before and after omission of the 

detected outliers by SD-OM and MCD-OM. The 

results obtained are compared with classical 

SVM. It is obvious that by removing the detected 

outliers by MCD-OM, the margin, and 

subsequently, generalization ability are increased. 

This also happen for the classification accuracy. 

In fact, the experiments are repeated 10 times, and 

the average accuracy of the methods along with 

the average of margin width are presented in 

tables 2 and 3. It is obvious that our model has the 

best performance (a higher classification 

accuracy) compared with classic SVM and SD-

OM. It also shows that our proposed method 

almost outperforms the other methods in terms of 

margin width, with a lower standard division. It 

should be noted that the above-mentioned 

measures have also been computed for the real 

world dataset using the Gaussian kernel. The 

results obtained are depicted in table 3. 

 

 
Figure 4. Plot of Mahalanobis distance based on MCD versus classifier value for Ionosphere dataset using linear (left panel) 

and Gaussian (right panel) kernels.    
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Figure 5. Plot of Mahalanobis distance based on MCD versus classifier value for Diabetes dataset using linear (left panel) 

and Gaussian (right panel) kernels. 

 

                  
Figure 6. Plot of Mahalanobis distance based on MCD versus classifier value for two classes Iris dataset using linear (left 

panel) and Gaussian (right panel) kernels.  

 

 

 

  

Figure 7. Plot of Mahalanobis distance based on MCD versus classifier value for two classes Sonar dataset using linear (left 

panel) and Gaussian (right panel) kernels 
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Table 2. Classification accuracy and margin width before and after outlier removal using linear kernel. 

Margin width Classification accuracy Dataset 

MCD SD SVM MCD SD SVM 

0.63±(0.01) 
0.37±(034) 

0.47±(0.01) 

0.37±(0.20) 

0.73+(0.16) 

0.22±(0.01) 

0.89±(0.18) 

1.21±(0.23) 

0.23±(0.01) 

0.28±(0.01) 
0.34±(0.01) 

0.71±(0.29) 

0.61±(0.01) 
1.15±(0.30) 

0.22±(0.01) 

0.24±(0.01) 
0.31±(0.20) 

0.19±(0.01) 

98.33±(0.02) 

82.66±(0.05) 

87.93±(0.02) 

75.93±(0.01) 

97.66±(0.02) 

77.78±(0.03) 

94.33±(0.05) 
81.33±(90.08) 

81.79±(0.04) 

72.07±(0.05) 
88.33±(0.06) 

66.50±(0.06) 

97.00±(0.02) 
76.33±(0.06) 

87.64±(0.03) 

75.45±(0.01) 
97.01±(0.03) 

76.01±(0.03) 

Contaminated 

Misclassified-Contaminated 

Ionosphere 

Diabetes 

Iris 

Sonar 

Table 3. Classification accuracy and margin width before and after outlier removal using Gaussian kernel.  

Margin width Classification accuracy 
Dataset 

MCD SD SVM MCD SD SVM 

0.08±(0.01) 

0.37±(0.01) 

0.51+(0.01) 

0.09±(0.01) 

0.23±(0.01) 

0.28±(0.02) 
0.22±(0.02) 

0.42±(0.15) 

0.07±(0.01) 

0.24±(0.01) 
0.20±(0.08) 

0.08±(0.01) 

81.13±(0.02) 

66.19±(0.02) 

93.67±(0.04) 

51.73±(0.01) 

63.77±(0.03) 

65.36±(0.02) 
63.00±(0.10) 

52.06±(0.05) 

72.35±(0.12) 

66.19±(0.02) 
93.00±(0.05) 

51.58±(0.06) 

Ionosphere 

Diabetes 

Iris 

Sonar 

5. Conclusion 

In this paper, a statistical preprocessing approach 

for outlier pruning was introduced, which is a 

critical step in the data mining process. For the 

purpose of remediation of the problem caused by 

the presence of outliers on SVM, the robust 

methods were applied. In this work, the binary 

SVM classification problem was accompanied by 

the visual outlier detection method, namely the 

outlier map. High breakdown robust methods, 

namely Mahalanobis distance based on the 

minimum covariance determinant, were utilized 

in the computation of the outlier map. The 

performance of the proposed robust SVM 

algorithm was assessed by some artificial and real 

datasets. As an interesting result of this work 

worth to mention, omission of the detected 

outliers by MCD-OM resulted in increase in the 

SVM margin width and consequently, increase in 

the generalization ability of it simultaneously. 

Classification accuracy, as the other measure of 

preciseness of classification was calculated and 

the obtained results were reported in tables 2 and 

3. The results confirmed the superiority of MCD-

SVM over SD-SVM and classical SVM. 
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شناسایی مشاهدات دورافتاده موثر بر ماشین بردار پشتیبان با استفاده از برآوردگر مینیمم دترمینان 

 کوواریانس
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 چکیده:

بنادی . نتیجه نهاایی ببقهار پشتیبان استنام ماشین بردکاوی بههای دادهالگوریتمترین مهمعملکرد یکی از  ط تاثیر گذار برهدف این مقاله شناسایی نقا

تغییار اساسای در نتیجاه  ایجااد  باعا هاا غیار عاادی در  ن که وجود مشاهدات  باشدمیبردارهای پشتیبان  نامبهبر اساس مجموعه محدودی از نقاط 

، در ایان مقالاه مشاهدات استفاده شده اسات. گونهبرای شناسایی این  دبروین ینمودار شناسایی مشاهدات دورافتادهز ایده بنابراین ا .شودمیبندی ببقه

 اساتفاده شاده اسات. بر وردگر مینیمم دترمینان کوواریاانساز یک فاصله ماهالانوبیس استوار بر مبنای  مانند سهولت و سرعت بالادلایل محاسباتی  بهبنا

برای بررسی عملکرد ماشین بردار پشاتیبان،   هایی که از لحاظ ساختاری دارای ابعاد کمی هستند، مناسب است.این روش برای دادهشایان ذکر است که 

بالااتر باودن خاصایت  ارتباط مساتقیم باا دلیلبودن  ن به ترپهنبندی استفاده شده است که دقت ببقه ایعنوان معیار دیگری علاوه بری باند بهاز پهنا

و دقات  گفتنی است که با کنار گذاشتن مشاهدات شناسایی شده توسط این نمودار، معیارهای پهناای باناد دارای مطلوبیت بیشتری است. ،پذیریتعمیم

تواناایی  شاوند.دهنده توانایی تشخیص درست مشاهداتی است که باع  کاهش عملکرد ماشاین باردار پشاتیبان مییابد که نشانبندی افزایش میببقه

کاه باا بندی شده نسخه جدید نمودار مانناد نساخه قادیمی اسات تشخیص مشاهدات غیر عادی، اعم از مشاهدات دورافتاده و مشاهدات به اشتباه ببقه

   قرار گرفت. و تایید های واقعی و شبیه سازی شده مورد  زمایشاستفاده از داده

بندی شده،  مار استوار فاصاله ماهالاانوبیس، بر وردگار مینایمم دترمیناان ماشین بردار پشتیبان، مشاهدات دورافتاده/ به اشتباه ببقه :کلمات کلیدی

 .کوواریانس

 




