Pedestrian Detection in Infrared Outdoor Images Based on Atmospheric Situation Estimation
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Abstract
Observation in absolute darkness and daytime under any atmospheric situation is one of the advantages of thermal imaging systems. In spite of increasing trend of using these systems, there are still lots of difficulties in analyzing thermal images due to the variable features of pedestrians and atmospheric situations. In this paper, an efficient method is proposed for detecting pedestrians in outdoor thermal images that adapts to variable atmospheric situations. In the first step, the type of atmospheric situation is estimated based on the global features of the thermal image. Then, for each situation, a relevant algorithm is performed for pedestrian detection. To do so, thermal images are divided into three classes of atmospheric situations: a) fine such as sunny weather, b) bad such as rainy and hazy weather, and c) hot such as hot summer days, where pedestrians are darker than background. Then 2-dimensional double density dual tree discrete wavelet transform in three levels is acquired from input images, and the energy of low frequency coefficients in third level is calculated as the discriminating feature for atmospheric situation identification. Feed-forward neural network classifier is trained by this feature vector to determine the category of atmospheric situation. Finally, a pre-determined algorithm that is relevant to the category of atmospheric situation is applied for pedestrian detection. The proposed method in pedestrian detection has a high performance so the accuracy of pedestrian detection in two popular databases is more than 99%.
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1. Introduction
The color and visibility of images depend upon the illumination with changing intensity, color balance, direction, etc. Furthermore, nothing can be captured in total darkness. Thermal imaging systems, which are called thermography, use reflected heat from environment to identify, track, and verify the activities of people in civil and military industries [1]. Color thermal imaging provides a more illustrative temperature distribution. Although details are hard to distinguish, color thermal imaging is great for evaluating heat leaks, finding zones of high temperatures, fire operations, home inspections, and power line problem detections. Black and white images are easier and quicker to process by the brain and deliver more natural-looking images. These images are great for detection, recognition, and identification of motionless and moving objects, hunting, search, and rescue. Military applications include surveillance, tracking, target acquisition, and night vision; while remote temperature sensing, thermal efficiency analysis, weather forecasting, and environmental monitoring are some of the non-military applications [2]. In the studies of wild animals, thermal imaging can be useful for diagnosis of disease, control of reproductive processes, and analysis of behavior as well as detection and estimation of population size. Thermal imaging has been applied to detect fungal infections in stored wheat. Thermal imaging can be used as a diagnostic tool for electrical joints in power transmission systems [1]. Observation in absolute darkness and daytime under any atmospheric situation is one of its advantages. When thermal characteristics of
pedestrian are different from the background image, the target is detected. In spite of increasing trend of using these systems, there are still lots of difficulties in analyzing thermal images because of changeable features of pedestrians and atmospheric situations. Infrared (IR) radiation is emitted by all objects with a temperature above absolute zero, which is often referred to as thermal radiation. IR images have low signal-to-noise, and hence, cannot provide proper visualization of the captured objects [3,4]. Fig. 1 shows two examples of the same scene captured with both a visual and a thermal camera. Human being is not perceptible in the visible image on the left column but can be detected from thermal images on the right images with insufficient or over illumination [4].

![Fig. 1. Visible images (left column) and thermal images (right column) of the same scenes that pedestrians are detected in thermal images with insufficient or over illumination [4].](image)

Detecting pedestrians in thermal images is more difficult than locating them in visible images due to the lack of information about color, texture, and shadow. Generally, the difference in intensity value of pedestrians in thermal images compared with non-pedestrians leads to target detection [5]. Researchers have put a lot of effort into detecting and tracking of pedestrians in thermal images in the recent years. Fig. 2 illustrates the main sections of different approaches in this subject. Background image subtraction is one of the most common methods available for pedestrian detection. After subtracting background image and suitable thresholding, motion regions are detected. In some methods, background image is obtained by adaptive threshold without any additional information [7-9,13]. In some other methods, a subset of database images is required to obtain background image [6,14,19]. In block-based methods, the distance of camera from the target and the sizes of pedestrians in images are very important. The recorded image is divided into equal blocks. Then the ratio of suitable criteria such as entropy, energy, mean, and variance are computed for each block of main image [2].

![Fig. 2. Main sections of recent approaches for pedestrian detection in thermal images.](image)

Pedestrians and non-pedestrians are classified by the classifier that is trained with these features. Generally, in these methods, pedestrians who are located between several blocks are not detected during image division. In order to solve this problem, images should be divided by overlapping blocks [10,11]. In some methods, highly probable pedestrian regions are determined to increase the speed of detection. These methods increase the speed of detection because the numbers of positive and negative samples obtained are fewer, and it also increases the accuracy of detection as a result of omitting unnecessary samples such as overlapping blocks. Then the regions of interest (ROIs) are divided into overlapping blocks. Finally, suitable features are extracted from these sub-blocks, which are used to train the classifier. These methods result in a higher speed and accuracy in comparison with the methods that do not use candidate regions. Feature selection, type of classifier, and ROI detection methods are the most challenging parts of these approaches [14-16]. The features should have the least sensitivity to noise, rotation, translation, and scaling of objects [17,18,21]. Histogram of oriented gradient (HOG) [4,10,16,17,20], gabor coefficients [14], wavelet coefficients [14,15], statistical moments [14, 16], shape distribution histogram (SDH) [14], edgelet descriptors [20], energy [2], entropy [2,7], and
shape descriptors [25] are the main features that are used in thermal image pedestrian detection algorithms. Different classifiers are used for pedestrian detection in thermal images such as support vector machine (SVM) [10,11,15,20,26], adaptive boosting [19,20], modified sparse representation classifier (MSRC) [14], and feed-forward neural networks (FFNNs) [16,23]. In this paper, an efficient method is proposed for detecting pedestrians in outdoor thermal images that adapts to variable atmospheric situations. In the first step, the type of atmospheric situation is estimated based on the global features of the thermal image. Then, for each situation, a relevant algorithm is performed for pedestrian detection. To do so, thermal images are divided into three classes of atmospheric situations. Then 2-dimensional double density dual tree discrete wavelet transform (2D DD DT DWT) in three levels is acquired from input images, and the energy of low frequency coefficients in third level is calculated as the discriminating feature for atmospheric situation identification. FFNN classifier is trained by this feature vector to determine the category of atmospheric situation. Finally, a pre-determined algorithm that is relevant to the category of atmospheric situation is applied for pedestrian detection. This paper consists of 6 sections. Introduction is given in Section 1. Section 2 reviews the related works. The proposed method is introduced in Section 3, which consists of 6 sub-sections: a) Categorizing thermal imaging, b) extracting feature of training images, c) Training FFNN in order to determine the atmospheric situation with extracted features, d) ROI detection, e) Extracting feature of ROIs, and f) Training FFNN in order to detect pedestrians. In Section 4, two databases that are used to evaluate the proposed method are introduced. Parameter of proposed method, experimental results, and discussion are described in Section 5. Finally, conclusion is represented in Section 6.

2. Related works

S. Rajkumar and Chandra Mouli applied median filter on input thermal images, and then divided the image obtained into 15*15 blocks in their proposed method [2]. They calculated the ratio of entropy, energy, and combination of these criteria of blocks to the whole image. Then if the ratio was more than one, that block would be detected as pedestrian. They showed that using the combination of energy and entropy resulted better than using one of them. The proposed method cannot recognize pedestrian well in bad atmospheric situations such as a foggy weather. It also recognizes things such as electric pole and car as pedestrians whose intensity is like pedestrians'. Simplicity in performing this method is one of its advantages. Jianfu Li et al. detected ROIs to increase the speed of pedestrian detection [15]. To do so, they used the statistical adaptive intensity-oriented projection method, which contained horizontal and vertical projections. A flexible threshold was used to eliminate noise and compensate for low brightness pixels. ROIs were decomposed with 2-dimensional double density dual tree continuous wavelet transform (2D DD DT CWT) on three levels, and wavelet entropy of 96 high frequency sub-bands were considered as feature to train SVM classifier. Low accuracy in pedestrian detection on hot days and the foggy images are its disadvantages, and high accuracy in pedestrian detection in good atmospheric situations and its generalizability to other databases are some of the advantages of this method. S. Rajkumar and Chandra Mouli subtracted background images, adaptively [7]. To do so, the first peak of the histogram (P) was determined for each image, and then if the intensity of each pixel was less than P, it would become zero and the other values of pixels would become their difference from P. By doing so, the image intensity would decrease. Therefore, they used high-boost filter to increase the image intensity. The image obtained was made binary using a calculated threshold from variance, entropy, and mean of pixel values. Finally, white regions were considered as pedestrians in binary image. Low accuracy in pedestrian detection in bad atmospheric situations and on hot days compared with other methods mentioned in this paper is its disadvantage, and obtaining background image adaptively is one of its advantages. Wei Li et al. used HOG features to detect pedestrians in thermal images [10]. In their proposed method, the input image was divided into 20*25 sub-blocks, and then again, each of these sub-blocks was divided into smaller 4*5 sub-blocks (cells). SVM classifier was trained with the HOG feature vector of each cell. They used 3 geometric features including the mean contrast, standard deviation, and ratio of bright pixels to total pixels to obtain better results. Low accuracy in pedestrian detection in bad atmospheric situations is one of its disadvantages; a lot of train samples were used to remove this problem. High accuracy in pedestrian detection in good atmospheric situations is the advantage of this method. Chunwei Yang et al. detected ROIs with binarized normed gradients (BING) [28] to
increase the speed of pedestrian detection [16]. Then these ROIs were divided into overlapping blocks, and again each block was divided into non-overlapping cells. Some of these overlapping blocks were considered as positive (pedestrian) and the others were considered as negative (non-pedestrian) samples. Afterward, the appearance feature and HOG feature of each cell were calculated from these samples. As to extraction of appearance, the gray value of each pixel of the resized candidate was obtained, and then was normalized by norm 2. Then normalized pixels were reshaped to a one-row matrix and used as appearance features of the candidate. Next FFNN with one hidden layer was trained with these features, in which extreme learning machine (ELM) [27] was used as the learning method of FFNN. ELM is a new learning method for single-hidden layer neural network, where the hidden layer neurons can be randomly generated independent from the training data and application environment. ELM has proved a fine ability in terms of non-linear regression and classification [27], and has overcome some challenging issues such as slow learning speed and poor computational scalability. Low accuracy in pedestrian detection in bad atmospheric situations and on hot days is the disadvantage and motionless pedestrian detection with high accuracy being its advantage. Xinyue Zhao et al. used the shape distribution histogram (SDH) features and contour saliency map (CSM) to detect pedestrians in thermal images with MSRC [14]. In their proposed method, primarily, background image was subtracted using mean intensity of training images. Then CSM was calculated for the foreground image. Afterwards, the most salient contours were determined using the Otsu thresholding method. In this method, a morphological operator [12,21] was used to reduce the noise, and the foreground connected region was extracted and fitted with a rectangle bounding box. They utilized a 16*30 box for bottom half the image and an 18*36 box for upper half the image. Then the distance between random points on the thinned CSM of objects in the candidate regions was used to obtain the SDH feature, which could exactly describe the pedestrian characteristics. Finally, pedestrians were detected by the MSRC classifier that was trained with the obtained features. High accuracy in pedestrian detection in all atmospheric situations and using a few positive samples for training are its advantages. This method does not perform well in motionless pedestrian detection and noisy images.

3. Proposed method

The main challenges of pedestrian detection in thermal images include A) Low contrast between intensity value of pedestrian and other objects such as trees, electricity poles, animals, and cars (Figs. 3-a and 2-d), B) Coverage of pedestrian body with thick clothes, umbrella, etc. (Figs. 3-b and 2-d), C) Variable intensity value of background (like road) in comparison with the pedestrian intensity. For example, pedestrian is usually brighter than background; however, in sunny days, the vice versa is correct. This phenomenon can be seen in Fig. 3-c, and D) bad weather conditions such as rainy and hazy situations that lead to low intensity value of pedestrians that lead to low intensity value of pedestrians in thermal images (Fig. 3-e).

The above-mentioned challenges have resulted in the atmospheric situation-dependent performances of the recent works in different sceneries. The main idea of this paper concentrates on an adaptive approach that selects the appropriate algorithm for each atmospheric situation. For this reason, an efficient algorithm is proposed based on identification of atmospheric situations. A block diagram of the proposed method is shown in Fig. 4. In the proposed algorithm, firstly, the training set input images are classified into three classes: fine, bad, and hot. Then suitable features are extracted from images of each class. An FFNN with 6 neurons in the hidden layer is trained with these features to identify the type of atmospheric situation of test image. In the next step, a relevant algorithm for each class with adaptive criteria is used to increase the accuracy of detection. In all algorithms, in order to increase the speed of detection, ROIs are detected via edge detection and morphological operators. ROIs are then divided into equal overlapping blocks. Afterwards, the blocks that are overlapped more than 70% with the pedestrian block in the groundtruth are classified as pedestrian. In all algorithms, suitable features are extracted from blocks, and are used to train FFNN with 20
neurons in the hidden layer. In the test phase, initially, the atmospheric situation of each image is determined, and then the algorithm of the corresponding class is used to detect the pedestrians.

3.1. Categorizing training input thermal images

According to the research works carried out on thermal images, they can be classified into three classes. Class 1 includes images that are recorded in fine weather such as rather cloudy time, sunny or nights with good atmospheric conditions. Class 2 includes images that are recorded in bad weather such as foggy, rainy, and hazy weather. Class 3 includes images that are recorded in hot weather such as hot summer days, on which pedestrians are darker than background images. Table 1 shows the atmospheric index and weather conditions for 10 sets of OSU thermal images [29]. The images of sets 2, 4, 5, and 6 are set to class 1 (fine weather), the images of sets 1, 7, 8, 9, and 10 are assigned to class 2 (bad weather), and the images of set 3 are classified in class 3 (hot weather). In class 3, UV index is high, and the difference between dew point and temperature is high as well. The visibility in class 2 compared with class 1 is low. Pedestrians in class 1 are lighter, and have a better contrast compared with pedestrians in class 2. In class 3, mostly, pedestrians are darker than the background image.

<table>
<thead>
<tr>
<th>Set No.</th>
<th>No. of Images</th>
<th>Temp/Dew Point (F)</th>
<th>Conditions</th>
<th>UV Index/Visibility (miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31</td>
<td>45/40</td>
<td>Light rain</td>
<td>1/3</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>37/30</td>
<td>Partly cloudy</td>
<td>1/8</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>53/28</td>
<td>Partly cloudy</td>
<td>7/10</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>41/32</td>
<td>Fair</td>
<td>4/10</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>57/37</td>
<td>Partly cloudy</td>
<td>1/10</td>
</tr>
<tr>
<td>6</td>
<td>18</td>
<td>53/46</td>
<td>Mostly cloudy</td>
<td>1/8</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>68/58</td>
<td>Light rain</td>
<td>1/9</td>
</tr>
<tr>
<td>8</td>
<td>24</td>
<td>62/56</td>
<td>Light rain</td>
<td>2/4</td>
</tr>
<tr>
<td>9</td>
<td>73</td>
<td>50/47</td>
<td>Haze</td>
<td>0/2.5</td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>55/79</td>
<td>Haze</td>
<td>2/3</td>
</tr>
</tbody>
</table>

3.2. Extracting suitable features from images of each class

In this step, the extracted features should be able to distinguish the most among the images of three classes. Experiments have shown that low frequency coefficients of 2-D DD DT DWT are able to perfectly distinguish between the three classes. This transform corresponds to a new family of dyadic wavelet tight frames based on two scaling functions and four distinct wavelets ($\psi_{h,i}(t)$ and $\psi_{g,i}(t)$ for $i = 1,2$). One pair of the four wavelets are designed to be offset from the other pair of wavelets so that the integer translates of one wavelet pair fall midway between the integer translates of the other pair ($\psi_{h,1}(t)\approx\psi_{h,2}(t-0.5)$, $\psi_{g,1}(t)\approx\psi_{g,2}(t-0.5)$). Simultaneously, one pair of wavelets are designed to be approximate hilbert transforms ($H\{\}$) of the other pair of wavelets so that two complex (approximately analytic) wavelets can be formed ($\psi_{g,1}(t)\approx H\{\psi_{h,1}(t)\}$, $\psi_{g,2}(t)\approx H\{\psi_{h,2}(t)\}$) [24]. 2-D DD-DT DWT is implemented using four oversampling 2-D DD DWT for the input image in parallel. The rows and columns are filtered using different filter banks. Fig. 5 illustrates the analysis process of two levels of 2-D DD-DT DWT.

![Fig. 5. Two levels of 2D DD-DT CWT [15].](image-url)
\(L_0\) and \(H_i\) are the first level of the decomposition filter banks, and represent one scaling filter and eight wavelet filters of 2-D DD DWT. \(L_0\) and \(H_i\) are the second and remaining levels of decomposition filter banks. \(L_{0m}\) and \(H_{in}\) \((m = 1, 2; n = 1, 2, 3, 4)\) represent one low pass sub-band and eight high pass sub-bands separately [15]. To distinguish among the three classes, 2-D DD-DT DWT is calculated for train input images in three levels. Finally, 32 high pass sub-bands for each level and 4 low pass sub-bands are produced for the input image after one level of the transform.

In order to reduce the computational cost, 2-D DD-DT DWT is calculated in the central part of the image. For example, in the OSU thermal images of 240*360 pixels, 2-D DD-DT DWT is calculated for pixels \((x = 61:180)\) and \((y = 81:240)\), and four low pass sub-bands with 15 rows and 20 columns are made with these calculations. Fig. 6 shows one of the low frequency sub-bands for the first image of each set of OSU thermal dataset.

![First low pass sub-bands for first image of each set of OSU thermal dataset.](image)

Then the mean energy for every column of each low pass sub-band is calculated. Consequently, a feature vector with dimension of 1*80 is created for each image, and is used to train the FFNN classifier.

### 3.3. Training FFNN to determine atmospheric situation

In this step, FFNN with specifications of Table 2 is trained using extracted features from the previous step. In order to show the efficiency of this network in detecting the type of test input image class, we randomly selected half of the images of the databases as train images and the other half as test images. After training, this network is able to distinguish among the images of three classes with an accuracy of 100%. To determine the suitable number of neurons in the hidden layer, 30% of train images are selected randomly, where half of them are considered as train images and the rest as test images. Then FFNN with the number of neurons in the hidden layer varying from 4 to 10 was trained with these train images. Next due to these changes, the sensitivity of classification for test images was assessed 7 times. The mean of these 7 times was calculated for each varied neuron. The best result was obtained for the hidden layer with 6 neurons. The three neurons used in the output layer will determine the atmospheric situations.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden layers</td>
<td>6</td>
</tr>
<tr>
<td>Number of neurons in hidden layer</td>
<td>3</td>
</tr>
<tr>
<td>Activation functions for hidden layer</td>
<td>Hyperbolic tangent sigmoid</td>
</tr>
<tr>
<td>Activation functions for output layer</td>
<td>Linear</td>
</tr>
<tr>
<td>Learning function in back-propagation</td>
<td>Levenberg-marquardt</td>
</tr>
</tbody>
</table>

### 3.4. ROI detection

ROI detection for classes 1 and 2 is nearly the same but for class 3 is different, which is mentioned later.

#### 3.4.1. ROI detection for classes 1 and 2

In order to detect ROIs for classes 1 and 2, first, the input image \(I\) is normalized with Eq. (1), and results in \(I_n\).

\[
I_n(x,y) = \frac{I(x,y)}{\max I} \quad \text{for} \quad x = 1:i, y = 1:j
\]

In Eq. (1), \(\max I\) is the maximum absolute image value, \((x,y)\) is the location of pixel in the image, and \(i\times j\) is the image dimension (Fig. 7). The two pictures look like the same. The gray value for each pixel in the normalized image is between 0 and 1 in order to simplify the computations in the next steps.

![A sample of thermal image (a) and normalized thermal image (b).](image)

In the second step, the image pixels with lower values than the mean value (\(\text{mean}(I_n)\)) are set to zero with Eq. (2) (Fig. 8).

\[
F = \begin{cases} 
I_n(x,y), & I_n(x,y) \leq \text{mean}(I_n) \\
0, & I_n(x,y) > \text{mean}(I_n)
\end{cases} \quad \text{for} \quad x = 1:i, y = 1:j
\]

![Adjustment of normalized thermal image.](image)
In the third step, the edge values of $F$ are calculated through canny edge detector with $\delta=1.4$, $DT=0.4 \times \text{mean}(I_n)$, and $UT=\text{mean}(I_n)$. $UT$ and $DT$ are the upper and down thresholds, respectively, and the result of edge detection is $L(x,y)$ for $x=1:i$ and $y=1:j$. It should be mentioned that the image margin with the thickness of two pixels is forced to zero to remove the effect of the edge of image margin before edge detection (Fig. 9).

![Fig. 9. Edge detection with canny edge detector.](image)

In the fourth step, the convex hull morphological operator [21] is done on $L(x,y)$ and binary image $CH(x,y)$ for $x=1:i$ and $y=1:j$ is made (Fig. 10).

![Fig. 10. Applying convex hull morphological operator.](image)

In the fifth step, the area of each block of $CH$ is calculated, and the unnecessary blocks are omitted based on their area. The minimum and maximum connected pixels that are acceptable are stated in Table 3. In the sixth step, the mass center of each remained block is marked as ROIs (Fig. 11).

![Fig. 11. Center detection of ROIs with possibility of presence of one pedestrian (a), several pedestrians (b).](image)

Then if the horizontal and vertical distances between two centers are less than thresholds $T_1$ and $T_2$, respectively, the region between two centers is considered as central point of final box (Fig. 12).

![Fig. 12. Omitting unnecessary centers in Fig. 11-a.](image)

Subsequently, if there are unnecessary centers, they will be omitted. $T_1$ is the length threshold, and is $0.6 \times M$. $T_2$ is the width threshold, and is $0.4 \times N$. $M$ and $N$ are the length and width of the box (B), respectively. In the seventh step, boxes with the dimension of $(M,N)$, which are determined by train database, are located in ROIs of $F$ (Fig. 13).

![Fig. 13. ROIs with possibility of presence of one pedestrian (a) and possibility of presence of several pedestrians (b).](image)

The farther the camera from the ground, the smaller is the box dimension. Finally, these boxes are stored as ROIs. If there are several pedestrians next to one another in the input image, their images will result in a bigger joint connected component. Hence, if the number of pixels in a connected component is more than a threshold $T_3$, the region relevant to the connected component is considered as the region of several pedestrians (image (b) of Fig. 11). After that, these regions are divided into same $(M \times N)$ boxes with $0.3 \times M$ overlapping length and $0.4 \times N$ overlapping width. Threshold $T_3$ is determined by the distance between camera and the ground, the quality of the camera, the dimensions of input image, and so on (Fig. 14).

![Fig. 14. Dividing ROIs with possibility of presence of several pedestrians in same blocks.](image)

Fig. 15 shows the steps of detecting ROIs for four thermal images. In columns one and three, the algorithm is stopped in step 7 because there is no possibility of the presence of several pedestrians.

### 3.4.2. ROI detection for class 3

We can use the method used in section 3.4.1 to detect ROIs in class 3. In case of using this method, the detected ROIs will be increased, which reduces the speed and accuracy of detection. In the meantime, it is possible that some pedestrians are considered as background image...
since most of pedestrians are darker than the background image.

Therefore, three images of train dataset are selected randomly and considered as the main images in step 1 (Fig. 16).

Fig. 15. Classes 1 & 2 ROI detection (row 1: normalized thermal images, row 2: adjustment, row 3: edge detection of row 2 with canny edge detector, row 4: applying convex hull morphological operator, row 5: ROI center detection with possibility of presence of one pedestrian, row 6: omitting unnecessary centers, row 7: ROI block division with possibility of presence of one pedestrian, row 8: ROI center detection with possibility of presence of several pedestrians, row 9: ROI block division with possibility of presence of several pedestrians, row 10: dividing row 9 images into blocks, row 11: ROI detection with possibility of presence of pedestrians).

In step 2, each of the three images is normalized with maximum absolute value using Eq. (1). In step 3, \( K_p \) is obtained through subtracting normalized images \( (I_{np}) \) from an image with the same dimension of main images with the value of 1 using Eq. (3) (Fig. 17).

\[
K_p = \begin{bmatrix}
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
1 & \ldots & 1
\end{bmatrix} \times \begin{bmatrix}
I_{np}(1,1) & \ldots & I_{np}(1,j) \\
\vdots & \ddots & \vdots \\
I_{np}(i,1) & \ldots & I_{np}(i,j)
\end{bmatrix}_{i \times j}
\]  

where \( i \times j \) is the image dimension, and \( I_{np} \) are the normalized images, where \( p = 1, 2, \) and 3.

Fig. 17. Subtracting main normalized images from matrix with same dimension with value of 1.

Then steps 2 and 3 are repeated for the input test image so that \( K_0 \) is resulted (Fig. 18).

Fig. 18. Repeating steps 2 and 3 for a sample of test images.

In step 4, \( K_0 \) is subtracted from \( K_p \) using Eq. (4) to obtain \( S_p \) for \( p = 1, 2, \) and 3 (Fig. 19).

\[
S_p = K_p - K_0 
\]

where \( p = 1, 2, \) and 3.

Fig. 19. Subtracting \( K_0 \) from \( K_p \) for \( p = 1, 2, \) and 3.

In step 5, the edge detection is applied on \( S_p \) with \( UT = \text{mean} I_{np}, \ DT = 0.4 \times \text{mean} I_{np} \) and \( \delta = 1.4 \) using canny edge detector where \( p = 1, 2, \) and 3 (Fig. 20).

Fig. 20. Edge detection of \( S_p \) with canny edge detector, where \( p = 1, 2, \) and 3.

Then in step 6, the convex hull of them is calculated so that \( S_{hp} \) are resulted, where \( p = 1, 2, \) and 3 (Fig. 21).
In step 7, common regions between SH_p are considered as ROIs (Fig. 22).

In step 8, the center of box with the dimension of (M,N), which are determined by train database, is located on the center of ROIs (Fig. 23).

3.5. Feature extraction

In this section, ROIs are divided into blocks, and the necessary features are extracted from each one of them. This method is the same for extracting features in the atmospheric situations of classes 1 and 2, and is different in the atmospheric situations of class 3 in some steps.

3.5.1. Feature extraction in atmospheric situations of classes 1 and 2

In this section, the necessary features for each box in the atmospheric situations of classes 1 and 2 are extracted. The boxes are regions, which are detected as ROIs in the previous sections. First, the mean value of box (β) is calculated. In the second step, each box is adjusted by Eq. (5) to obtain Ba_i,j in order to omit the unnecessary pixels and to highlight important pixels.

\[
B_{a_{i,j}} = \begin{cases} 
B_{i,j} & \alpha \times \beta \leq B_{i,j} \leq 2\alpha \times \beta \\
0 & B_{i,j} < \alpha \times \beta, \beta = \text{mean } B \\
1 & B_{i,j} > 2\alpha \times \beta 
\end{cases} 
\]  

(5)

In the third step, a median filter with the dimension of q*p is applied on Ba_i,j to obtain Bf_{i,j}.

In the fourth step, Bb_{i,j} is made binary with Eq. (6).

\[
B_{b_{i,j}} = \begin{cases} 
1, & B_{f_{i,j}} > \frac{\alpha}{2} \\
0, & \text{otherwise} 
\end{cases} 
\]  

(6)

Fig. 24 shows steps 1 to 4 for three samples of pedestrian and non-pedestrian blocks (α, p, and q are stated in Table 3).

In the fifth step, a weight center point of binary image is determined and the box center is transferred to this determined weight center points. This step can be repeated for several times in order to increase the accuracy in the next steps, if necessary. It should be mentioned that connected pedestrians should be separated before starting step 5. To do so, a segmentation method is utilized to separate the close pedestrians that are fused incorrectly, and then we can differentiate the overlapped pedestrians. The minimum value in the center region of vertical projection curve and the maximum value in the middle region of horizontal projection curve usually represent the junction of two pedestrians together. Finally, all length and width pixels proportionate to these values are made zero, and then step 5 starts. As it

| Table 3. Parameters of proposed method in databases. |
|-----------|----------|----------|----------|
| Database  | Database  | Database  |
|           | 1        | 2        |
| Database  | 1        | class1   | class2   |
| class1    | fine     | 36*16    | 28*16    |
| class2    | bad      | 30       | 20       |
| class3    | hot      | 28*16    | 28*16    |
| class1    | fine     | 36*16    | 28*16    |
| M*N (box dimension) | 80       | 25       | 20       |
| Minimum connected pixels for one pedestrian | 350      | 350      |
| Maximum connected pixels for one pedestrian | 1500     | 1500     |
| Maximum connected pixels for several pedestrian | 4*3       | 4*3 | 5*3 |
| p*q (median filter dimension) | 0.7      | 0.6      |
| Value of α for adjusting in feature extraction | 0.7      | 0.6      |
can be seen in Fig. 25, the pedestrian in the upper part of ROI transfers to the middle of box 1 (the upper box) after two iterations of step 5.

![Fig. 25. Locating pedestrian in middle of box and transforming box center into weight center points.](image)

Fig. 26 shows the separation of connected pedestrians in separate boxes.

![Fig. 26. Separation of connected pedestrians.](image)

In the sixth step, this box is divided into some blocks. Then the ratio of mean and entropy of each block to the whole box is calculated, and this calculation is used as feature to train FFNN with 20 neurons in the hidden layer. Empirically, the best size for each sub-block is obtained 4*4. Entropy (Eq. (7)) is a statistical measure that can be used to characterize the texture of the input thermal image.

\[
\text{Entropy} = H = - \sum_{i=0}^{N_g-1} P(I) \log_2[P(I)]
\]  

(7)

where \( P \) is the probability of number of occurrences of \( I \) in thermal image and \( N_g \) is the maximum gray level of pixels in the image. The image and graph in Fig. 27 show a thermal image and the difference of extracted features among pedestrians (blue lines) and non-pedestrian (red lines).

![Fig. 27. A thermal image and graph of extracted features from samples of pedestrians and non-pedestrians.](image)

The dimension of selected box for this image is 28*16, which is blocked into 28 sub-blocks. The first 28 features are related to the mean features and the second 28 features are related to the entropy.

3.5.2. Feature extraction in atmospheric situations of classes 1 and 2

In order to extract features in the atmospheric situations of class 3, each box of ROI is divided into some blocks. Then, like classes 1 and 2, ratio of mean and entropy of each block to the whole box is calculated, and this calculation is used as feature to train FFNN with 20 neurons in the hidden layer.

3.6. Training FFNN classifier to detect pedestrians from non-pedestrians

In this section, the FFNN classifier with 20 neurons in the hidden layer is trained with the features obtained from Section (3.5). Parameters of this FFNN are the same as Table 2. ROC (receiver operating characteristic) curve is used to determine the number of neurons in the hidden layer. As a matter of fact, in an ROC curve, true positive rate (TPR) or sensitivity is plotted as a function of the false positive rate (FPR) or specificity for different cut-off points of a parameter. After identifying ROIs in the training step, 200 boxes of pedestrians and 200 boxes of non-pedestrians are selected from each three classes of atmospheric situations randomly. Then entropy and mean features of these ROIs are extracted. Next, FFNN is trained with half of these features, the number of neurons in the hidden layer varying from 12 to 24. In each training step, the value of threshold that distinguishes the pedestrians from non-pedestrians is identified. After each training step, the other half of the features is exerted to FFNN and the value is determined. If this value is bigger than the value of threshold in the training step, that ROI is considered as pedestrian, and if it is smaller, ROI is considered as non-pedestrian. If the area under the ROC curve (AUC) is bigger, the accuracy of classifiers is higher. Table 4 shows AUC for FFNN; the number of neurons in the hidden layer vary from 12 to 24 for the two different experiments.

<table>
<thead>
<tr>
<th>Number of neurons</th>
<th>AUC (experiment 1)</th>
<th>AUC (experiment 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.9623</td>
<td>0.9684</td>
</tr>
<tr>
<td>14</td>
<td>0.9954</td>
<td>0.9684</td>
</tr>
<tr>
<td>16</td>
<td>0.9907</td>
<td>0.9885</td>
</tr>
<tr>
<td>18</td>
<td>0.9939</td>
<td>0.9866</td>
</tr>
<tr>
<td>20</td>
<td>0.9955</td>
<td>0.9952</td>
</tr>
<tr>
<td>22</td>
<td>0.9970</td>
<td>0.9946</td>
</tr>
<tr>
<td>24</td>
<td>0.9954</td>
<td>0.9871</td>
</tr>
</tbody>
</table>

Fig. 28 shows the ROC curve for experiment 2. The biggest value for AUC is obtained from the...
number of 20 neurons in the hidden layer. The biggest value for AUC is obtained from the number of 20 neurons in the hidden layer.

![Fig. 28. ROC curve for experiment 2.](image)

4. Database
Two databases of OTCBVS benchmark database collection are used to evaluate and show the high efficiency of the proposed method. The OSU thermal pedestrian database (database 1) includes all the atmospheric situations (classes 1, 2, and 3), which cover a variety of environmental conditions such as rainy, cloudy, and sunny days [29]. Database 1 includes thermal images with the dimensions of 360*240 pixels, which are recorded with Raytheon 300D thermal sensor core and 75 mm lens, where camera was mounted on rooftop of an 8-story building. This database includes 10 sub-databases of thermal images, which consist of 284 images. Every image contains an average of 3 to 4 pedestrians. Half of the images of the sub-databases are considered as the training images and the other half are considered as the testing images. The OSU Color-Thermal database (database 2) includes thermal images with the dimensions of 320*240 pixel, which are recorded with Raytheon PalmIR 250D thermal sensor core and 25 mm lens, where camera was mounted on rooftop of a 3-story building [30]. This database includes 3 sub-databases of thermal images, which consist of 5189 images. Since pedestrians are lighter than the background image and the noise is negligible, the images of these 3 sub-databases are considered as class 1. 30% of the images of the sub-database are considered as the training images and the other 70% are considered as the testing images.

5. Parameters of proposed method, experimental results, and discussion
Table 3 shows the parameter values of the proposed method, which are empirically determined considering the dimension of images, dimension of pedestrians in images, and location of the camera. The length and width of the box are a multiple of 4. The dimensions of median filter depend on the dimension of box, and if the box is bigger, the dimension of filter is bigger. According to the dimensions of the pedestrians in training images, dimension of the box, and atmospheric situations, the maximum and minimum numbers of connected pixels for one or several pedestrians are determined. The nearer the camera to the ground, the more is the number of pixels. For example, the maximum number of the connected pixels for one pedestrian is directly related to the dimension of the box, and is $0.8 \times M \times N$. The two criteria sensitivity and positive predictive value (PPV) are used to evaluate the accuracy and efficiency of the proposed method in Eqs. (8) and (9), respectively.

$$\text{Sensitivity} = \frac{\text{true positive}}{\text{total pedestrians}}$$  \hspace{1cm} (8)
$$\text{PPV} = 1 - \frac{\text{false positive}}{\text{total pedestrians}}$$  \hspace{1cm} (9)
Sensitivity shows the percent of correct detection of pedestrians. PPV shows the regions that are detected as pedestrians incorrectly. If the number of these regions is fewer, the percentage of these criteria is higher.

5.1. Result of proposed method on databases 1 and 2
The results of atmospheric situation detection for the trained and test images are shown in Table 5, which show that all train and test images are classified correctly.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train images</th>
<th>Test images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1  2  3</td>
<td>1  2  3</td>
</tr>
<tr>
<td>1</td>
<td>44 0 0</td>
<td>4 0 0</td>
</tr>
<tr>
<td>2</td>
<td>0 88 0</td>
<td>0 86 0</td>
</tr>
<tr>
<td>3</td>
<td>0 12 0</td>
<td>0 0 11</td>
</tr>
</tbody>
</table>

After determining the atmospheric situations, the related algorithm will be applied. Fig. 29 shows pedestrians’ detection in some images of database 1 for related works. Rows 1-10 in Fig. 30 show pedestrians’ detection in some images of database 1, where each row consists of 7 images. The images of each row are related to the same sub-database. In the images of row 1, pedestrians carrying umbrellas or pedestrians whose intensity is lower are detected very easily. All 91 pedestrians are detected in this sub-database. No wrong detection is observed. The sensitivity and PPV for this sub-database are 100%. The pedestrians who are close to each other are detected very easily and separately in images of
sub-database 2. All 100 pedestrians are detected in this sub-database, and no wrong detection is seen. The sensitivity and PPV for this sub-database are 100%.

\[ \text{Fig. 29. Samples of pedestrians' detection in database 1 for related works.} \]

In recorded images of row 3 in hot days, pedestrians whose intensity difference with background image is very low, are detected easily. Pedestrians who are darker than the background image are detected very easily as well. 100 pedestrians of 101 are detected, and no wrong detection exists. The sensitivity is 99%, and PPV is 100% for this sub-database. Electric poles and cars, which have the intensity value like pedestrians, are not detected as pedestrians. Pedestrian detection in sub-database 4 is perfect, and the sensitivity and PPV for this sub-database are 100%. All 109 pedestrians are detected in sub-database 5 without any wrong detection. The sensitivity and PPV for this sub-database are 100%. In sub-database 6, 96 pedestrians of 97 are detected, where there is no wrong detection. The sensitivity is 99%, and PPV is 100% for this sub-database. The pedestrians who are close to each other are detected very easily and separately in images of sub-database 6. Pedestrian detection in the images of sub-database 7 is perfect, like sub-databases 1, 2, 4, and 5, and all 94 pedestrians are detected. All 99 pedestrians are detected correctly, and only one wrong detection exists in sub-database 8. In this sub-database, pedestrians who do not move in successive images are detected easily and separately. The sensitivity is 100%, and PPV is 99% for this sub-database. Pedestrian detection in the images of sub-database 9 is like sub-database 6, and 94 pedestrians of 95 are detected. The sensitivity is 99%, and PPV is 100% for this sub-database. 93 pedestrians of 97 are detected in sub-database 10, where 3 wrong detections exist. Lack of detection of 4 pedestrians in this sub-database is due to very noisy images due to foggy weather. The sensitivity is 96%, and PPV is 97% for this sub-database.

\[ \text{Fig. 30. Samples of pedestrians' detection in database 1 (rows 1-10) and database 2 (rows 11-12).} \]

The overall sensitivity and PPV for this database are 99.3% and 99.6%, respectively. Since the number of images in database 2 was high, we selected 200 images of each sub-database randomly. For each sub-database, 60 images were considered as train images, and the other 140 images were considered as test images. The train and test images were selected randomly including 682 pedestrians, where 677 pedestrians were detected and 6 wrong detections occurred with the proposed method. Since two pedestrians were close to each other in some images, 6 pedestrians were not detected. Rows 11 and 12 of Fig. 30
show 10 samples of images of this database, where pedestrians were detected correctly. The sensitivity and PPV for this database were 99.3% and 99.1%, respectively. The detection results with the proposed method in databases 1 and 2 are shown briefly in Table 6.

5.2. Noise performance
In this section, the proposed method was applied to noisy images to evaluate the noise performance. Gaussian noise with mean = 0.1 and variance = 0.005 was added to all images of classes 1 and 3, and Gaussian noise with mean = 0.1 and variance = 0.001 was added to all images of class 2. Images A, B, and C in Fig. 31 show the input images, noisy images, and detected pedestrians, respectively. Applying noise to images does not influence sensitivity very much but PPV is somewhat reduced. Since sensitivity is more important than PPV in detection systems, this reduction can be neglected. In detection systems, the detection of all pedestrians is very important, and if several regions are incorrectly detected as pedestrian, it is less challenging. Table 7 shows the detection rate of pedestrians in noisy images of databases 1 and 2 using the proposed method.

![Fig. 31. Samples of pedestrians’ detection in noisy images (A: input images, B: noisy images, C: pedestrian detection).](image)

5.3. Comparison of proposed method with related works
The proposed method can be generalized on different thermal databases, and is estimated to show good results by adjusting its parameters correctly. Table 8 shows the comparison between pedestrian detection rate (average of sensitivity and PPV) in the proposed method and related works. Sensitivity and PPV were not addressed in some papers such as [2] and [7] so comparison with related works was done by the average of sensitivity and PPV. Table 9 shows the comparison between sensitivity, PPV, and detection rate in the proposed method and method [15]. Method [7] has a low accuracy in sub-databases 1 (88.9%), 3 (68.2%), 6 (88.5%), 7 (87.2%), and 10 (78.8%). This method has a low detection rate in hot days and bad atmospheric situations. Method [10] has a low detection rate in hot days and bad atmospheric situations such as sub-databases 3 (76.5%), 5 (88.5%), 7 (81%), and 10 (89.5%). Method [11] in sub-database 10 has a lower detection rate (96%) than other sub-databases. A large number of negative training samples for each sub-database have been used to raise the detection rate in this method. Method [2] has a low detection rate in hot days (92%), and the detection rate in sub-databases 8, 9, and 10 is not specified. Method [14] has a low detection rate in rainy days (sub-database 7) and a low accuracy in motionless pedestrian detection (sub-database 8). Method [16] has a low detection rate in hot days and bad atmospheric situations such as sub-databases 3 (77%), 5 (80%), 8 (85%), and 10 (84%). This method has a low accuracy in motionless pedestrian detection. Method [25] is more accurate than the other works but this method uses other sub-databases for background extraction. The detection rate of the proposed method on the sub-databases 1, 2, 4, 5, and 7 of database 1 is 100%. The detection rate of the proposed method on the sub-databases 3, 6, 8, and 9 of database 1 is 99.5%. The proposed method in sub-database 10 has a lower detection rate (96.5%) than the other sub-databases. In general, pedestrian detection rate of the proposed method for all images of database 1 is 99.45%, which is higher than the pedestrian detection rate in the related works. Method [15] has a low accuracy in hot days and foggy weather. The proposed method and method [15] on database 2 have the same sensitivity (99.1%) but PPV in the proposed method (99%) is higher than PPV in method [15] (91%). In general, pedestrian detection rate of the proposed method for database 2 is 99.05%

6. Conclusion
In general, the proposed method includes 4 parts: a) atmospheric situations detection, b) detection of ROIs, c) feature extraction, and d) detection of
pedestrians. In the proposed method, initially, the class of atmospheric situation was determined. To do so, 2D DD DT DWT was extracted from train images in 3 levels, and the mean of low frequency sub-band energies was calculated in the third level. These features were used to train FFNN with 6 neurons in the hidden layer in order to determine class of atmospheric situations. In the second part, ROIs were detected using canny edge detector and convex hull morphological operator with adaptive criteria to increase the speed of detection. In the third part, pedestrians and non-pedestrians in ROIs were divided into sub-blocks of 4*4 dimensions, and the ratio of entropy and mean for each sub-block to the whole block was calculated. These features were used to train an FFNN with 20 neurons in the hidden layer in order to distinguish pedestrians from non-pedestrians. Finally, in the last part, atmospheric situation for input test images were determined, and then pedestrians were detected using the relevant algorithm of each class. The ability of performance on different thermal databases, motionless pedestrian detection, high speed detection, independence from atmospheric situations, ability to detect pedestrians with camera movement, detection of pedestrians who are close to one another separately, lack of sensitivity to noise, and independence from background image are some of the advantages of the proposed method. The accuracy of the proposed method for pedestrian detection on two databases is more than 99%.

Table 6. Result of proposed method on databases 1 and 2.

<table>
<thead>
<tr>
<th>Database</th>
<th>Database 2</th>
</tr>
</thead>
<tbody>
<tr>
<td># Images</td>
<td>31 28 23 18 23 18 22 24 73 24 284 600</td>
</tr>
<tr>
<td># Pedestrians</td>
<td>91 100 101 109 101 97 94 99 95 97 984 682</td>
</tr>
<tr>
<td># Detected pedestrians</td>
<td>91 100 109 101 98 94 99 95 97 977 677</td>
</tr>
<tr>
<td># Undetected pedestrians</td>
<td>0 0 1 0 0 1 0 0 1 4 7 5</td>
</tr>
<tr>
<td># Wrong detections</td>
<td>0 0 0 0 0 0 0 0 0 3 4 6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>100% 100% 99% 100% 100% 99% 100% 100% 99% 96% 99.3% 99.3%</td>
</tr>
<tr>
<td>PPV</td>
<td>100% 100% 100% 100% 100% 99% 100% 99% 97% 98.6% 99.1%</td>
</tr>
</tbody>
</table>

Table 7. Result of proposed method on databases 1 and 2 after applying Gaussian noise.

<table>
<thead>
<tr>
<th>Database</th>
<th>Database 2</th>
</tr>
</thead>
<tbody>
<tr>
<td># Images</td>
<td>31 28 23 18 23 18 22 24 73 24 284 600</td>
</tr>
<tr>
<td># Pedestrians</td>
<td>91 100 101 109 101 97 94 99 95 97 984 682</td>
</tr>
<tr>
<td># Detected pedestrians</td>
<td>88 100 98 109 100 95 94 99 94 92 969 673</td>
</tr>
<tr>
<td># Undetected pedestrians</td>
<td>3 0 3 0 1 2 0 0 1 5 15 9</td>
</tr>
<tr>
<td># Wrong detections</td>
<td>0 1 8 0 2 5 0 3 3 4 26 11</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>96.7% 100% 97% 100% 99% 97.9% 100% 100% 99% 94.8% 98.5% 98.7%</td>
</tr>
<tr>
<td>PPV</td>
<td>100% 99% 92% 100% 98% 94.8% 100% 97% 96.8% 95.9% 97.4% 98.4%</td>
</tr>
</tbody>
</table>

Table 8. Comparison between pedestrians’ detection rate (average of sensitivity and PPV) in proposed method and related works on database 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sub-database number</th>
<th>1 2 3 4 5 6 7 8 9 10 1-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2]</td>
<td>95% 94% 92% 96% 92% 94% 94% 94% 94% 94% 94.2%</td>
<td></td>
</tr>
<tr>
<td>[7]</td>
<td>88.9% 96.3% 68.2% 100% 95.5% 88.5% 87.2% 92.5% 98.6% 78.8% 89.4%</td>
<td></td>
</tr>
<tr>
<td>[10]</td>
<td>92% 96% 76.5% 96% 88.5% 94.5% 81% 91.5% 93.5% 89.5% 89.9%</td>
<td></td>
</tr>
<tr>
<td>[11]</td>
<td>99% 100% 95.5% 99.5% 99% 98% 100% 98.5% 99.5% 96% 98.5%</td>
<td></td>
</tr>
<tr>
<td>[14]</td>
<td>98.5% 100% 99.4% 98.9% 100% 100% 96% 96.5% 100% 100% 98.9%</td>
<td></td>
</tr>
<tr>
<td>[16]</td>
<td>89.5% 90.5% 77% 88.5% 80% 94% 89% 85% 92% 84% 86.9%</td>
<td></td>
</tr>
<tr>
<td>[19]</td>
<td>98.5% 97% 99.5% 98.5% 94.5% 98% 98% 99% 87% 100% 97.5% 96.9%</td>
<td></td>
</tr>
<tr>
<td>[25]</td>
<td>100% 99% 100% 100% 100% 100% 99.5% 99.5% 99% 100% 97% 99%</td>
<td></td>
</tr>
<tr>
<td>Proposed method</td>
<td>100% 100% 99.5% 100% 100% 100% 99.5% 100% 99.5% 99.5% 99.45%</td>
<td></td>
</tr>
</tbody>
</table>

Table 9. Comparison between pedestrians’ detection rate in proposed method and related works on database 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity</th>
<th>PPV</th>
<th>Detection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>99.1%</td>
<td>91%</td>
<td>95/05%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>99.1%</td>
<td>99%</td>
<td>99.05%</td>
</tr>
</tbody>
</table>
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شناسایی رهگذران در تصاویر حرارتی فضای باز بر اساس شرایط آب و هوایی
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چکیده:
نظرات در تاریکی مطلق و طول روز در نمایش شرایط آب و هوایی یکی از مزیت‌های استفاده‌های سیستم‌های تصویربرداری حرارتی است. با وجود کم‌کاری استفاده از این دوربین‌ها، مشکلات زیادی در خصوص تحلیل تصاویر حرارتی به دلیل ماهیت متغیر ظاهر و نمود رهگذران و متغیر بودن شرایط جوی وجود دارد. در این مقاله الگوریتمی کارا جهت شناسایی رهگذران در تصاویر حرارتی فضای باز، سازگار با شرایط آب و هوایی گوناگون ارائه شده است. در این الگوریتم نوع شرایط آب و هوایی با استخراج ویژگی مناسب شناسایی شده می‌شود. سپس الگوریتمی مربوط به شرایط آب و هوایی تشخیص داده شده برای شناسایی رهگذران اجرا می‌گردد. برای این منظور تصاویر حرارتی به سه دسته شرایط آب و هوایی، مناسب مانند روزهای آفتابی، مناسب مانند روزهای آفتابی، نامناسب مانند بارانی یا هم آب و گرم مانند روزهای تابستان که رهگذران عموماً نسبت به تصویر سیزمنی نیز تهران زدهنده می‌شوند. سپس از تصاویر ورودی آموزش در سطح تبدیل موجک خلیف حاصلی دیده‌نگار فراکس باین در سطح سوم به عنوان ویژگی اصلی استفاده می‌گردد. برای تشخیص نوع شرایط آب و هوایی محاسبه می‌شود. با ویژگی‌های بدست آمده شکل عناصر منسوب به پیش‌بینی شرایط آب و هوایی امکان داده می‌شود. در این الگوریتم مربوط به نوع دسته شرایط آب و هوایی مربوط به شرایط آب و هوایی رسیده که شرایط آب و هوایی به طوری که دقت شناسایی رهگذران بر روی 79٪ مجموعه داده معروف حرارتی بیش از 99٪ است.

کلمات کلیدی: تصاویر حرارتی فضای باز، شرایط آب و هوایی، کلاس‌بندی شکل عناصر منسوب، تبدیل موجک، شناسایی عابرین.